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1. Purpose and scope of the Technical note

The purpose of this activity is to assess the guali the Climate Data Records (CDRS)
delivered by the ESA CCI and use them with couphedth System Models. To provide
added value for climate modelling activities such iaitialisation, assimilation, model
evaluation and development, trend analysis and toxamg, the CDRs must have ‘climate
guality' and meet the requirements which have lgaem in the URDs.

It is important to emphasise this assessment ofCGé CDRs will not be a repeat of the
validation performed by the CCI climate researcbugs but is complimentary to them.
CMUG provides arndependentassessment of the CDRs.

This second version of the report D3.1 (D3.1v2prépon the assessments of the actual CCI
CDRs produced in phase 1 of the CCI project whienenavailable to CMUG on 1 Jan 2014.
We recall the first version of this CMUG report (81a) (CMUG, 2012) assessed precursor
datasets of the CCI ECVs being assessed as agrooncept.

2. Terminology used

To aid the reader and avoid confusion the definitd the main terms used in this report are
given here.

Assessmertitere is a generic term which refers to a varietgitierent ways to determine the
fidelity of a CDR. The various methods for assesgmee given in section 3.

Assimilatehere refers to a CDR being used within an atmosphecean or land surface
model to adjust the state variables to better Hé& bbservations taking into account the
uncertainties of the observations and model fingtsg.

Climate Data Record (CDR$ a level 2 or 3 dataset for an ECV which has h@enessed to
a standard sufficient for climate monitoring purggsLevel 1 datasets (e.g. top of atmosphere
radiances) are referred to as FCDRs (Fundamentab@ Data Record).

CMIP-5is an exercise to intercompare the current stadéet@oupled climate models and has
provided an ensemble of different experiments &stppresent and future climate. This is one
of the international Model Intercomparison Proje@&€MVal being another one, for coupled

stratospheric chemistry and climate modelling.

Consistencyefers to the consistency of related ECVs (e.@ &nd aerosols) in space and

time. This is important for relationships betweefiedent ECVs and also between different
CDRs for the same ECV.
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Climate modelis a numerical representation of the climate sysbased on the physical,
chemical and biological properties of its composenheir interactions and feedback
processes, and accounting for some of its knowpasties.

Earth System Models or ESMse complex state of the art climate models whegresent
processes in the Atmosphere, Ocean and Terredtmahins and the coupling between them.

EnsembleA group of parallel model simulations used for @i projections or predictions.
Variation of the results across the ensemble mesneres an estimate of uncertainty.
Ensembles made with the same model but differatitilliconditions only characterise the
uncertainty associated with internal climate valhiglh whereas multi-model ensembles
including simulations by several models also ineluthe impact of model structural
differences.

Essential Climate Variable (EC\efines a specific variable defining the atmosphecean

or land surface state. One ECV can include sewkiferent climate data records (e.g. ozone
total column and ozone profile). They have beenndef by GCOS (2011) for ECVs
measured by satellites.

Hindcastis a where a climate or NWP model is run in thet pasrerify the accuracy of its
forecasts with observations.

HyMeX(HYdrological cycle in the Mediterranean EXperirfjemims at a better understanding
and quantification of the hydrological cycle anthted processes in the Mediterranean, with
emphasis on high-impact weather events, inter-dntaadecadal variability of the
Mediterranean coupled system, and associated trerikde context of global change.

IFS is the ECMWEF integrated forecasting system usedNWP, Reanalyses and MACC
simulations.

MACC Monitoring Atmospheric Composition and Climate.

Nudgingin data assimilation means to add a term to thte stctor that is proportional to the
difference of the calculated meteorological vagadhd the observed value. This term "keeps"
the calculated state vector closer to the obsamnsti

Pre-cursorrefers to a CDR which has similar characteristicthe planned CCI CDRs. It may
not be “climate quality”. The ESA GlobXXX seriestdsets are examples of precursors. The
main requirement for this purpose is that it caraggessed in a similar way to the CCI CDRs
to demonstrate the methodology.

Reanalysesre estimates of historical atmospheric and ocetmperature, wind, current,
and other meteorological and oceanographic quesititicreated by processing past
meteorological and oceanographic data using fixat-of-the-art weather forecasting models
(atmospheric reanalysis), ocean monitoring andcestng models (ocean reanalysis) and
data assimilation techniques.
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Uncertaintyrefers to a combination of random and systemaias] errors for each variable
in a CDR. It normally refers to an individual obgsion but can refer to area and time
averaged quantities.

3. Methodology applied to assess climate data records

For climate modelling the four key applicationstbé CCI datasets are tenable Model-
Observation Confrontation,Provide Boundary Conditions, Provide Initial Cotidns, and
Provide Observations capable of assimilatioMlodel-Observation Confrontation is the
natural first step for a new dataset to be usetd WMVP reanalyses and climate models and
this will be the primary activity performed by CMUG a number of ways as listed below.
Model-Observation Confrontation plays a significaiaie in the decision process that
determines whether a dataset is deemed suitabl@ (ie user’s perspective) for the other 3
key applications.

The CMUG assessment will encompass the followingeeis for a selection of the CCI
climate data records:

Confront
» consistencyof Global Satellite Data Products time (e.g. stability, uncertainty of
bias)

e consistency with independent observatidesy. limb view, in-situ, ground-based
remote sensing)

» consistency with precursor datasétsunderstand the differences and assess if the CCl
datasets are better representations of the atmos/isheface state

» consistency compared to reanalysis fields

* consistency across ECVs

» ability to capture climate variability and smalliiate change signalg.g. observed
trends) for their use in Climate Monitoring andrittition.

Assimilate and boundary conditions
* impactin Model and Data Assimilation Systeifier a few ECVs where appropriate).

There is not a single methodology that can be useckrsally but several approaches from
different science teams and tailored for each E@aed so only general comments are
given here with the details in section 4 for ea@VE In many cases an observation operator
is required to compare the measured quantitiestivélactual model variables although often
this operator is fairly trivial. A simple operateould be interpolation from model grid to
observation point in space and time. A more complearator would be a radiative transfer
model to compare measured top-of-atmosphere ragbgtevel 1 data) with model
equivalents. If higher level 2 or 3 products areduthe operator is usually simpler as the
variables are closer to the model variables althdbg error characteristics of the products
can be more complex.
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Data used for assessment of CD| Advantages Drawbacks
Climate Model (single, ensemble) Spatially and terafty Model has uncertainties
complete Not all variables available
Re-analyses Spatially and temporally | Analysis has uncertainties
complete Not all variables available
Precursors Comparing like with like Some precursaay have
large uncertainties
Independent satellite or in situ Different ‘view’ of May have much larger
measurements atmosphere/surface uncertainty than CDR, need to
include representativity errors
Related observations (surface and | Assures consistency with | May not be spatially or
TOA fluxes, temperature, water other model variables temporally complete
vapour)

Table 3.1. The various options for assessing CDRistlaeir advantages and drawbacks

When the products are used in model analyses,atneation of their systematic and random

errors may be required. When they are used forctdzemparison, the way they are used

could be refined and this will be a topic of resbam the assessment. In particular the
assessment of the uncertainties provided with #te will need to be assessed in an objective
manner.

For many atmospheric ECVs a comparison with the ER&rim reanalysis is appropriate as
one way to assess the overall fidelity of the CDRstjng the limitations of reanalyses. A
comparison with other independent measurementsifun ground based remote sensing and
other satellite products is also important. Ide#igy should exhibit some differences in time
sampling or are measurements using a differenintquk (e.g. limb viewing in infrared or
microwave, aircraft sampling). There are also soetated products which can be linked to
some CCIl ECVs (e.g. CO for biomass burning and smésp humidity or precipitation for
clouds) which should be used in the assessmenige Bal summarises the advantages and
disadvantages of the various assessment datasets.

The consistency across ECVs is something that leas Ispecifically identified as being
important to the climate modelling community (th€I(project’s targeted user community)
and the CMUG will look at this aspect of the CCtadeets, drawing attention where necessary
to inconsistencies between related ECVs. Incrgasirthe climate modelling community
approaches consistency from an integrated perspeuthich includes consistency across
ECV product levels, e.g. from Level-1 radiancetdwel-2 swath-based geophysical products
to Level-3 gridded products, and also extends toillary data products such as bias
corrections and homogenization terms. It is th@eeimportant that the CCI continues its
commitment to open access and traceability, whigh entail preserving and making
available all such products generated during tlgept.

An important requirement of an observational ddtbwereanalysis is that when assimilated it

improves (or at least does not degrade) the shoger forecasts of relevant meteorological
variables. Assimilation of the CCI products is ader term goal in the context of reanalysis
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projects (e.g. ERA-CLIM) and represents a crittest for some CDRs, but given that such
tests are expensive to perform they must first teeqrled by extensive quality assurance on
the observational datasets in order to maximizepttespects for demonstrating beneficial

impact.

This report documents some initial assessmentsrarfugts of the ESA CCI climate data
records. Table 3.2 summarises the way the ECVstsélen this report were assessed and it
can be noted there are a variety of different nagho

Methodology used for assessme| Assessment of ECVs in this

of ECVs report

Comparison with Climate Models | Clouds, SSH, Ozone, Land

(single, ensemble) Cover, Fire

Re-analyses GHG, Aerosol

Precursor datasets SST, OC, SSH, Cloud, Land
Cover, Fire

Independent satellite or in situ SST, OC, SSH, Clouds,

measurements Ozone

Related observations (surface and | Land cover

TOA fluxes, temperature, water

vapour)

Assimilation Ocean colour, Ozone

Table 3.2. A summary of the different assessmpentsrmed on CCI CDRs in this report.

The following sections describe initial assessmeit€Cl datasets. Not all CCl ECVs are
covered here and soil moisture (V0.1) assessmemprted in CMUG D3.1b (2013a) and
the ECMWF assessments of ozone L2 and soil moignagucts is in D3.1d CMUG (2013b).

4. Assessment of climate datarecordsfor CCl ECVs

A selection of the CCI ECV datasets have been asdan this report as described below with
ECV in a subsection. Table 4.1 lists the versiombers, release dates and any other relevant
comments for the CDRs assessed. The assessmestidbgiow are only summaries of the
work undertaken and for some of them at leastptasned to write up the work for a peer
review journal.
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Table 4.1. Versions of CCl datasets assessed by &Mlthis report or for the rows in red which

ECV Version of Release Date | Comments
Dataset
SST \l January 2014 L3 (A)ATSR SST
Ocean Colour V1 December 2013| L3 Chlorophyll conc
Sea Level V11 January 2013 Monthly 1/4°
Clouds V1 (‘prototype | October 2013 L3C/L3S
data set’)
Ozone Vi April 2013 Level 3 Merged Total
column
Level 3 Merged Limb
Profile
Ozone Report in D3.1d
TCO3, fv0100 | May 2013 Merged L3 Total
NPO3, fv1000 column Q
LPO3, fv0002 GOME-1 & GOME-2
nadir G, profiles
MIPAS limb O,
profiles
Greenhouse Gases Gridded month mean
CO, BESD, 2.0 | April 2013 SCIAMACHY
CO, OCPF, 4.0 | April 2013 GOSAT
CO, SRFP, 2.1 | April 2013 GOSAT
CH; WFMD3.3 | April 2013 SCIAMACHY
CH4 IMAP, 6.0 | April 2013 SCIAMACHY
CH, OCPF, 4.0 | April 2013 GOSAT
CH,; SRFP, 2.1 | April 2013 GOSAT
Aerosol FMI ADV 1.42 | May 2013 AATSR L3 aerosol
SuU 4.0 May 2013
SU 4.1-4.2 Nov 2013
ORAC 2.02 May 2013
Land cover Vi Autumn 2013 Not available via CCI
LC website, provided
by CCIl team
Fire N/A N/A Dataset not available
but more precursor
work presented.
Soil moisture VO Summer 2012 | Report in D3.1b (MPI)

and D3.1d (ECMWF)

other CMUG report the assessment is provided.
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4.1 Sea Surface Temperature

4.1.1 Assessment of the CCI SST from ATSRs and comparison with the ARC dataset

The CCI SST is an effort to produce a complete lamiogeneous dataset of SST designed
specifically with the climate quality criteria inind. It covers the period 1991-2010 when

data from both ATSRs and AVHRRs are available. AR&Rs produce more accurate SST,

due to their well calibrated blackbodies and dualwcapability. The advantage of dual view

is accompanied by the necessity of narrow swaththw{dt least in comparison to other

satellite cross-track scanning radiometers). Fr ibason, the CCl SST project attempts to
increase the coverage by the use of AVHRRSs, whalkeHarger swath width (2900 vs 500

km).

The ARC SST dataset, which was the precursor ofGld SST project, involved only
measurements from the ATSRs. Thus, in order to emenwvith the SST assessment from
ARC (Lean and Saunders, 2013), hereafter the fscas the validation of CClI ATSR SSTs
only. The comparison is not straightforward asehare two main differences between ARC
and CCI. Firstly, the method for the skin SST eataill differs, with ARC using retrieval
coefficients calculated from radiative transfer giations, while CCIl uses optimal estimation
retrieval for ATSR2 and AATSR (but retrieval coefénts for ATSR1, the same as ARC).

Secondly, the ARC dataset is provided at a spegwdlution of 0.9, while CCI has a finer
resolution of 0.0% Especially, because of the change in the spasallution, CCl and ARC
are not directly comparable, as one waits a ptiwiprecision to be worst for the CCI given
the fact that it uses smaller number of measuresrfentthe SST retrieval. It should be noted
that the quality assessment of the ARC datasetiged\vpreviously was based mainly on the
comparison of drifting buoy SST with ARC SST atepth of 1m. As the CCI SST depth is
calculated only at 20cm, the respective ARC SSThléd 20cm) will be used afterwards for
consistency. However, according to the resultsedriand Saunders (2013), the comparison
statistics are similar for different SST depthgezsally during night. The collocation criteria
are the same as for ARC but due to the finer réisolwf the CCI, the number of match-ups
of the CCI with the drifting buoys is greater tifan ARC.

The assessment results presented hereafter are tiatbe same analysis for both CCI and
ARC in order to facilitate their comparison. Howevas mentioned, CCl has more
collocations than ARC, due to its finer resolutiom.both datasets a common threshold has
been applied to eliminate match-ups with differebeéwveen buoys and ATSRs greater than
+3K. This constant threshold has been chosen idstéan approach based on three sigma
elimination for two reasons. Firstly, the numbemaditch-ups increases with time following
the number of available drifting buoys, while al€&€l and ARC do not have the same
performance. The choice is not totally arbitrarg,iais based on the fact that the annual
standard deviation of the ATSRs-buoys unfiltereffedences is relatively close to 1K for
both datasets. While the annual percentage of maisHiltered out by this threshold is in
general close to 1% for both datasets either fgtimi@ or night-time retrievals. Nevertheless,
there are years when the percentage of filtere¢hmaps is greater than 2%. For CCI these
are 1998-2001 and 2005, while for ARC are 1998 20@b. The years 1998 and 2005 appear
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in both datasets, with the percentage of colloaatidtered out in 1998 during CCI daytime
retrievals approaching 6%.

Firstly, some technical issues found within thesiar of the CCl SST dataset released at the
end of phase 1 are presented. Then, the qualitgsasent of the dataset is examined
alongside a comparison of the ARC assessment. éetld, some recommendations to the
CCI SST team are suggested.

4.1.2 Technical issues

The technical issues include regions with no dataith abrupt changes, unphysical values in
the files and days without SST retrievals. It idsidv@d that the technical issues are due to
glitches/bugs in the retrieval software, but thypdthesis has to be verified by the CCI SST
team.

Data gaps and abrupt changes

There are gaps for daytime retrievals over the evasPacific and for night time retrievals
over the south-west Atlantic for all instrumentegd-igure 4.1.1). These are related to a bug
in the software detected by the CCI SST team, son#xt version of the CCl SST will be
corrected. Also, there is a smaller white gap b# twestern Indian coast for the daytime
retrievals starting on 1992 for ATSR-1 and obserdadng the whole mission of ATSR-2
(but not observed for AATSR). For ATSR-1, the gapras to be related to the inclusion of
the 1.eum channel in the cloud mask after the failure ef 3hifum channel, as it is not seen at
the beginning of the mission and it is not obserdedng the night time retrieval with the D2
algorithm (after the 3 failure).

For the first 7 months of 1993, there are no mafgh-at all during night, although there are
for ARC (Figure 4.1.3c,d). Also the available numbmd night retrievals for 1993 is
significantly lower in comparison to 1994 or 1996us confirming that the problem is not
related to buoys quality or match-up criteria). Hoer, there are no specific issues with the
ATSR-1 during this period. Note that this gap coulot be detected from the CCl SST
dataset, as there is no day/night flag and thedixieval is applied both during day and night
after the failure of 34/m. Thus, an addition of day/night flag in the datasould be useful
(see also below the section ‘Recommendations t€@eSST team’).

During night time, there is an abrupt change fdrtlatee instruments in the number of
retrievals appearing as a straight line at ab88tahd 8N (e.g. see Figure 4.1.1b for the year
2007). This is not related only to D3 algorithm tlas same issue appears during the ATSR-1
mission after the failure of 3um, when the D2 algorithm is used for both day amghtn
retrievals.
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CCl mean SST (K) [day]: 1998 CCI SST number of items [night]: 2007
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Figure 4.1.1 a) The average SST from the day (B®)eval for 1998. b) The number of retrievals
realised during night (D3) for 2007. In both panelite areas without retrievals can be observed,
during day over the western Pacific and off thetvoemst of India and during night over the south
Atlantic. Also, during night there are abrupt chasgin the number of retrievals, which appear as
straight line at 2S (more distinct over the Pacific Ocean) afi.8

Fill (unphysical) values

Sometimes either the depth SST or the uncertainfiskin and depth SST take “fill” values
despite the fact that only the best quality SSRdhaével 5) are used for validation purposes.
It should be noted that for these cases all therothlues do not seem to be affected, so the
quality check applied by the CCI SST team appeatstan control at the same time all the
parameters of a specific measurement/retrieval.

The depth SST takes the “fill” value -54.53K. Thezarrence frequency is of the order of 500
“fill” values per year for the day retrievals anfitbe order of 10 “fill” values per year for the
night retrievals. However, the number of “fill” @ssis important during the years 1993 (day
~10 millions), 2000 (day ~12 millions, night ~1 timh) and 2002 for AATSR (day ~4
millions, night ~1 million). During these yearsgetlfill” values for the day retrieval (D2)
appear mostly towards the poles (latitude}&@dth the skin SST being in general lower than
278 K. A limited number is observed when the sl@mperature is higher than 278 K very
close to coasts at lower latitudes. The same ceiwls (for 2000 and 2002) hold for the night
retrieval (D3), but now with the majority of “fillvalues found close to the Arctic.

The skin SST uncertainty takes the value -0.03 8uaBb00 times per year for both day and
night retrievals for ATSR-2 and AATSR. Then, onbty few night retrievals (~10 per year)

the depth SST uncertainty becomes -327.68 K. Homyéle problem is more significant for

ATSR-1 with negative skin SST uncertainty occurriram ~2500 (1991-night) up to 160,000
(1995-day) cases. In some other cases, the depthuS&rtainty takes the value OK. This
issue affects ATSR-2 and AATSR, with only 1 casenft for ATSR-1. The 0 K depth SST

uncertainty happens a few times (generally less thper year) during the day retrieval and
~100 times per year for the night retrieval.

Days without data

There are same days without data at all, whenrkgument is not affected by a specific
known reason documented in the incident report @ug to out-gassing, blackbody activity,
etc.). It is worth highlighting that there is laokofficial documentation (except for AATSR)
that describes the performance of the instrumentingl their lifetime and tables/figures
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containing the orbits with good quality data on alyd basis. The information about the
quality of the ATSR archive is based on the follogvsources:

i) the mission logsof ATSR-1 and ATSR-2,

i) the completeness diagrahef the TOA_1P product for the version 2.1 (found i

the metadata directory),

iii) the AATSR Instrument Performance, End of Missiop®&€ of D. Smith,

iv) the timelines diagramigsee the html links) and

v)  the AATSR instrument history

The days without SST data include thd'Zbruary during the leap years: 1992, 1996, 2000,
2004, 2008 (and probably 2012). Note that thé" Zebruary does not exist in the
completeness diagrams of NERC. For ATSR-1 the \ioilg missing days have been
identified: 26/10/1991, 13/1/1992, 18/1/1992, 8¢®3, 28/4/1993 and 30/5/1996. For ATSR-
2 the following days are missing from the CCI S$dhave, but there is no information in the
mission log$ or the timelines diagrarhdefore the ¥ June 1998, thus it is not possible to
verify the reason for their absence (it seems tmiegassing periods): 10-13/8/1995, 26-
27/11/1996, 15-16/2/1997 and 3/9/1997. For AATSR ftlllowing days have been identified
as missing: 24/9/2002, 17/11/2005 and 24/7/2007.

4.1.3 Geographical distribution

The quality of the CCI SST is firstly assessedeimis of the geographical distribution of the
mean bias shown in Figure 4.1.2. The mean biaslisilated for every %5° grid box with at
least 20 match-ups inside it for the period 8/19242009, thus the white boxes indicate lack
of collocations (and the gaps over western Padifiecng the day and south Atlantic during
night seen in the CCI and discussed in the prevsmasion). However, it should be kept in
mind that the number of drifting buoys increasedhsiderably during the recent years
(especially after 2003), meaning that the mapscefinostly the results for AATSR. The
same analysis has been repeated for each of thESR# independently and the results are
similar to Figure 4.1.2a,c for AATSR and ATSR-2 idgrthe day. For ATSR-2 during the
night and especially for ATSR-1, it is difficult tmnclude as there are far less collocations to
give statistically significant results about the@diand a clear indication of the regions that
have important bias.

It can be seen that during day the CCI depth SSigrsficantly warmer than the buoys SST

in the tropics, while in general for the other mew either the mean difference is inside the
range [-0.1, 0.1] K or slightly warmer than the BsioSystematic exceptions with differences
less than -0.1 K can be observed in the Black 8dao#f the coast of Arabian Peninsula. On
the other hand during night the CCI SST is foundme than buoys in the mid-latitudes

(mainly in the zone 20-4)) the Indian Ocean and the Western Pacific. Eafigcin the case

of the north Indian Ocean, there is a sharp tramsivith the bias being cold off the Arabian

Peninsula becoming warm close to the Indian Pelanguless significant gradient can be

"http://lwww.atsr.rl.ac.uk/satellite/index.shtml
?http://neodc.nerc.ac.uk/browse/neodc/aatsr_mulsiimig
3http://www.aatsrops.rl.ac.uk/EOMdocs.html
*http://www.neodc.rl.ac.uk/docs/atsr/timelines/
*http://earth.eo.esa.int/pcs/envisat/aatsr/instrunfestory
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also observed over the eastern part of tropicarait. The cold bias off western Africa and

Arabian Peninsula may be related to dust aeroatigh are abundant in these two areas. The
same conclusions for both day and night hold fer ¢ase of the median bias, but with the
maps looking smoother. The location of the dayiee#ds’ bias in the tropics seems to be

related with the absorption of radiation by wata@peur, which is more abundant in this

region of the Earth, and it is more difficult to beken into account by the 2 channels
algorithm, used during the day. The mid-latitud@asbiduring night may be related to

systematic errors (prior and nonlinearity) desaitvethe work of Merchardt. al.(2006).

The significant warm biases seen in the CCI datasetabsent in ARC both during day and
night or at least much less prominent. The regiamgearing consistently with warm SST
biases with respect to buoys for both CCl and ARECddf the coasts of Indian Peninsula and
Southeast Asia and the Gulf of Mexico, with thelwagaround the Indian Peninsula being the
more challenging (bias about 0.5K). Regarding ttendard deviation of the difference
between CCI and buoys (not shown), during the daylarger values are found over the
Maritime Continent and Northwest Pacific, while itgr the night off the eastern coast of
Canada and the south-western Atlantic Ocean (betvBeAmerica and the white gap).
Again the ARC performs better than CCI, in termsstaindard deviation. The superiority of
ARC SST in comparison to CCl SST is reflected ia Hrea weighted (by the cosine of
latitude) mean bias and standard deviation. For B€lvalues are 0.09+0.48 K during day
and 0.10£0.41 K during night, while for ARC the pestive values are 0.07£0.41 K and
0.05+0.36 K.
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Figure 4.1.2. The mean bias of depth SST from AT8Rss drifting buoys averaged ifix5° boxes
for the period: 8/1991-12/2009. The comparisondaytime observations is given in panels (a), (b)
and for night-time observations in panels (c), (the left hand panels (a), (c) present the redolts
CCI and the right-hand (b), (d) panels for ARC.
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414 Timeseries

In order to have a clear indication how the biasvslving with time, as Figure 4.1.2 reflects
mostly the results of AATSR, Figure 4.1.3 preséhéstime series for CCl and ARC. The red
symbol is the daily global bias when at least 2@0ocations are available. The lack of
significant number of match-ups during the ATSR-iksion can be clearly seen. The blue
line is the monthly bias calculated by averagirgrmatch-ups inGlatitudinal boxes and then
by taking the weighted (by the cosine of latitudean value. The mean value for a specific
month is provided when at least 5 latitudinal bolxage at least 20 match-ups for this month.
However, because there are months which do nat th¥#se criteria the mean value of all
available match-ups is given by the green lineigufe 4.1.3. It can be seen that the two lines
are almost identical after 1995. Figure 4.1.3 shtves the variability of the bias in a daily
scale is more important than in the monthly averagg with some days exceeding the £0.4
K levels (except from ARC night-time SST retrievaljis is an important point to be kept in
mind when assessing the quality of SST datasets.

For the CCI SSTs during the day, the first yeaAdSR-1 has a warm bias, lower or close to
0.1K, which from July 1992 increases remarkablychgag a maximum in late summer of
1993 and then decreasing close to 0.1 K. This asa@robably is related to the failure of the
3.7um channel (on 27May 1992) and then the inclusion of the 6 channel in the cloud
mask during day. However, a possible impact ofte$gheric aerosols from the Pinatubo
eruption on the SST retrieval cannot be excludde main reason of the increased bias is
difficult to assess at this point due to the la€kight-time retrievals for this period (Figure
4.1.3c). From 1997, the bias becomes negative iregpehminimal value of the whole time
series in June 1998 (-0.1 K). In 1999, the bidsei®w 0.1 K during the first 8 months, then
increasing rapidly to 0.2 K (October 1999), stayatgthis level for 2000 and above 0.1 K
during 2001. From 2002 and onwards, there are nagpalbhanges and the bias is about 0.1 K,
reflecting the stability of AATSR. However, an dition can be observed with a warmer
bias during the boreal winter months. This osddlaexists also during the periods of ATSR-
1 and ATSR-2, but it becomes more obvious after22@@e to the lack of other significant
anomalies.

The night-time CCI SST is more stable than the idegjt as the bias stays close to 0.1 K
during the whole period. However, there are twopamat the beginning of 1997 (decrease
from 0.2 K to 0.05 K) and at the end of 2000 (iase from 0.05 K to 0.2 K) with a stable
interval between at the level 0.05 K. Once aganAATSR period is more stable in terms of
bias, accompanied by a slight decrease after 200%n switching between ATSR-1 and
ATSR-2 an abrupt change of the bias can be obsdfgedaytime observations a change also
exists but it is less significant). This is an exteel outcome as ATSR-2 uses also theudn7
channel in the night-time algorithm.

Concerning the comparison between CCl and ARCnduitie period of ATSR-1 there are
significant changes of bias, with the mean montalijue being higher about 0.2 K for CCl in
comparison to ARC for both daytime and night-tiragievals. Also, the time evolution of the
bias is not exactly the same. This fact is sunpgigis CCI for ATSR-1 used the retrievals with
coefficients based on radiative transfer calcukegjovhich is the same SST retrieval method
used in ARC. The main difference between the twiasids for this period is the spatial
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resolution (finer for CCl), as the cloud screenmgthod is the same (with minor differences
concerning the versions of the radiative code amWdPNmodel). This is a point that requires
further examination, i.e. how the spatial resolutidfects the quality of the SST retrievals and
if it is only related to the performance of theuwdomask. But in depth analysis of this point
requires two datasets with exactly the same rettienethod of SST and just different
resolution, which is not the case for CCl and ARGr the period of ATSR-2 and AATSR,
the two datasets present similar behaviour reggrtie daytime retrieval, with the CCI
having notable annual oscillations. The biggestedgice is observed in 1995, when ARC
presents lower bias (mostly negative) than CClrduthe first months of ATSR-2. Regarding
the night-time retrieval before October 1999 thisrémportant difference between CCI and
ARC, with CCI having 0.1 K higher bias than ARC, seen during the ATSR-1 period.
Except that the sign of bias is not the same with @resenting a warm bias and ARC having
a cold bias. After the end of 1999, the two datasebw the same evolution in terms of bias,
with CCI being slightly warmer than ARC, as itletcase for the daytime retrieval.
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Figure 4.1.3 Time series of the mean bias for theop 8/1991-12/2009: daily (red), monthly for all
the available match-ups (green) and monthly weijfitem 5 latitudinal boxes (blue). Thg . is the

average value of the mean bias from all the magh-The vertical black lines indicate the switch
between the ATSRs. The panel order is same ase~gLr2.
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CCl and ARC SST annual robust comparison CCl and ARC SST annual robust comparison
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Figure 4.1.4. Annual robust statistics (a) mediaasband (b) robust standard deviation calculated
from all the available match-ups for each year.dsrcolours are: for CCl during daytime (red) and
night-time (green) and for ARC during daytime (Blamd night-time (magenta). In panel (a) the
horizontal black line indicates the zero bias.
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In addition, the time evolution of the monthly sland deviation (not shown) of CCI is alike
to ARC. In each dataset the daytime and night-tieigievals show similar patterns of
standard deviation, with the daytime taking high&lues in general. The standard deviations
are increasing with time until 1994 and then desirepuntil the switch from ATSR-2 to
ATSR-1 in 1996 due to scan mirror failure. AftedyJd996 the standard deviation stays
relatively constant until the end of 1999, and tlsfightly decreases with time for both
datasets. In December1998-February 1999 and Jag@Q@dy(and the next 5 months) there are
notably increases of the standard deviation (mlaa 25%), with the former change being
more significant for night-time retrievals and tagr for the daytime retrievals. The increase
of January 2001 can be attributed to the gyro ffailn 15" January 2001, lasted for the next
~5 months. Both increases of standard deviatiomerempanied by change in the number of
collocations with increase (decrease) for 1998 120The biggest difference between CCI
and ARC is the value of the standard deviationctvhin the CCl is about 0.1 K higher than
ARC. Another difference of the two datasets is tif@ significant changes in the standard
deviation (e.g. the switch between ATSR-1 and AT Rfe more abrupt in terms of standard
deviation for CCI than for ARC (except from the gyailure night-time retrievals).

In order to give a more complete picture of the parison between CCIl and ARC, the robust
statistics are presented in Figure 4.1.4. The meana the robust standard deviation (which
is 1.4826 times the median absolute deviationpaogided because they are less affected by
outliers and they fit better the distribution o&ttifferences between ATSRs and buoys. For
each year the median and the robust standard aeviRSD) are calculated for all the
available match-ups after the elimination of thetahaups with absolute difference greater
than 3 K. Although, for robust statistics this ahiattion is not necessary (being by definition
robust to outliers), this step has been kept iriotd retain the same dataset, either for CCI or
ARC, as in the previous sections. Figure 4.1.4rblesnows that ARC is better than CCI both
during night and day in terms both of median biag BSD. Even the ARC daytime retrievals
are performing better in general than CCI nightetiratrievals. Note that the CCI median bias
is always positive, i.e. a warm bias, except in71.88d 1998 for the daytime retrievals, when
the median bias is negative. Also, the median bfahe night-time CCI SST is in general
bigger than the corresponding one during daytimdeéd, the robust statistics for the CCI
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and ARC (after the 3 K filter) datasets as a whtheis biased towards the performance of
AATSR) confirm the above conclusions, with valuege(lian + RSD) for CCI during daytime
0.10£0.33 K and during night-time 0.11+0.25 K, vehibr ARC during daytime 0.08+0.24 K
and during night-time 0.06£0.20 K. The time evaduatiof the median bias is consistent with
the results of Figure 4.1.3 (note that the ordisatde is different in Figures 4.1.3 and 4.1.4a).
This is also the case for the RSD time series.eikample, one can notice the negative impact
of switching back to ATSR-1 data during night-timegrieval in 1996, after the scan mirror
failure of ATSR-2 (on 2%' December 1995 and the data gap for more than @hsjprwhich

is more important for CCI than ARC. On the othendhahe gyro failure in T%January 2001
affects more notably the ARC dataset than the @Gtably for the night-time retrievals.
However, the slight increase of the RSD seen dut@®@8, more obvious in the night-time
retrievals, is not related to the increase of taadard deviation in December 1998-February
1999. It most probably reflects the fact of moretchaups presenting larger differences
between buoys and ATSR-2, mentioned in Sectio4Note also, a similar increase in 2005
but only for CCI daytime retrievals, which it cae probably explained by the same reason.
The above results indicate the utility of usinghostatistics in order to assess the quality of a
SST dataset, as they are complementary.

4.1.5 Threeway error analysis
SST 3 way analysis: night

CCIATSRs ——  CCIBuoys 5 CCI MWs
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Figure 4.1.5 Annual standard deviation of the er(&) from the three way analysis. The results of
ATSR-2/AATSR are shown by red symbols, buoys byabid TMI/AMSR-E by green. In 2002, the
first 7 months are from the combination ATSR-2/B¥Mdl the next 5 months from the combination
AATSR/AMSR-E, merged together to give the annliz¢sa

-

The three way error analysis is described in thdysof O’Carrollet al(2008). By using three
independent datasets observing the same quatigystandard deviation of every one can be
calculated given the fact that the observations uareorrelated. Here, the last version of
AMSR-E is used (version 7, which differs from thersions used by O’Carrodit al(2008)
and by Lean and Saunders (2013)). Also, the reautextended backwards in time by using
the SST of TMI (version 4) before August 2002, saowg only the latitudes -40 to 9.
Thus, the couples ATSR-2/TMI are used for the y&8@3 to 2001 and AATSR/AMSR-E for

17 of 93



Document Ref.: D3.1v2
CMUG Deliverable

Number: D3.1

Due date: March 2014
Submission date: 1 April 2014
Version: 2.1

the years 2003 to 2009, while for 2002 both couphkesused. The match-ups of ATSRs with
buoys are collocated with the closest observatioM& SST (provided with resolution of
0.25) in a time window of 180 min for all three obsefwas. The results are given only
during night, in order to minimize the effect ofetldiurnal cycle. Geographically these
collocations are found in the latitude zone®@-4(°N for the TMI period) to 4N, with the
number of match-ups increasing with time. As praslg, only collocations with absolute
differences less than 3 K are used for any couiplleeo3 datasets.

Figure 4.1.5 shows that ARC is better than CCl,levhbth datasets do not show significant
evolution with time. The difference between CCl afRC is not only due to different
retrieval method but also due to dissimilar spagaiolution. On the other hand, both buoys
and MW SSTs present net amelioration with time. ©ae notice that the buoys’ standard
deviation of error is not the same when compam@€I or ARC, especially after 2001. This
reflects the sensitivity of three way analysis iffedent datasets (as MW SSTs are the same
for both CCl and ARC). It should be mentioned tiet threshold used for the elimination of
match-ups also affects the results, especially tbetmuoys, due to the fact that the satellite
instruments are more stable with time.

4.1.6 Validation of uncertainty

The characterisation of the uncertainty associatétd every SST retrieval is examined.
Figure 4.1.6 presents how the mean bias and thelastd deviation evolve in terms of
uncertainty. Ideally, one expects the bias (reds#s) to be 0 K and the standard deviation
(blue squares) to lie on the green lines (y=x)derfect measurements from both buoys and
ATSRs. However, the buoys’ measurements are claised by an uncertainty of about 0.2
K (O'Carroll et. al, 2008). Thus, the ideal case of perfect charaagon of the CCI
uncertainty means that when the SST uncertaingm(fCCl) approaches 0 K the standard
deviation should asymptotically approach the vaii@.2 K.

For CCI daytime retrievals, the bias increasesh#iigwith increasing uncertainty. The

standard deviation lies very close to 1:1 linetfoe uncertainty interval [0.4, 0.9] K. Below
the uncertainty level of 0.4 K, the standard deeratis almost constant at 0.5 K, which is
higher from the expected value of 0.2 K. There @y few observations (light blue bars)
with uncertainty above the value of 0.9 K, thus dieparture from the 1:1 line is not a major
issue. For the validation of the CCI night-time ertainty, the situation is more complicated
as in general the measurements have an unceri@irngjther ~0.2 K or ~0.28 K (Figure

4.1.6¢), with only a small number having unceriamin the interval [0.13, 0.3] K and a very
limited number with uncertainty larger than 0.3 Khe bias for the big majority of

measurements (having uncertainties of about 0.0.28 K) is larger than 0.1 K and the
standard deviation is about 0.4 K.
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Figure 4.1.6. Mean bias, standard deviation and bermof match-ups versus SST uncertainty for all
the collocations of the period 8/1991-12/2009. Theertainty SST bin width is 0.02 K. The 1:1 lines
are shown with green colour. The panel order issas Figure 4.1.2.

One can note that in the ARC dataset, there arertancties below 0.1 K with a significant
number of observations taking them, which is netdhse within the CCI. Figure 4.1.6 shows
that the ARC uncertainties approaching better tealised case for both the bias and the
standard deviation than CCI. This is confirmed dlgahe chi-squared) test (by assuming
that the uncertainty of buoys is 0.2 K), indicatthgt when the uncertainty is lower than 0.35
K, the CCI dataset significantly underestimatelsoth for daytime and night-time retrievals.
Of course, the uncertainty assignment of the AR@g# is far from perfect according;te
test, but in general is better than the respeabivéhe CCIl. However, by examining the
percentage of observations of which the ratio loiasr uncertainty is lower than 1 and 2
(ideally the percentage should be 68% for ratiogotihan 1 and 95% for ratio lower than 2)
the CCIl dataset seems to be slightly better thaitC ARdeed, for the daytime CCI the
percentages are (for ratio lower than 1 and 2,ecsgely) 76% and 93% and for the night-
time are 56% and 83%, while for the daytime ARCikecentages are 58% and 81% and for
the night-time are 54% and 76%. In conclusion,uheertainty assignment of the ARC is in
general better than the uncertainty of the CChaalgh not for all the uncertainty values or
the validation criteria.

4.1.7 Recommendationsto the CCl SST team

* It would be useful to provide the time of depth S830 in UTC, rather than in local
time (10 am/pm). This will make easier the comparisvith other SST observations
(e.g. buoys), as the time reported in all databesée UTC time.
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» Add a day/night flag in the CCI dataset. This infiation is relevant mostly to the
ATSR-1, where the D2 retrieval is used both dunight and day, after the failure of
the 3.7um channel. This discrimination is useful for tw@asens during the post 3.7
um period. Firstly, different cloud masks are useadrdy night and day (use of 1.6n
after the 3.7um failure), thus the cloud filtering is expectedlt® more efficient for
the daytime retrieval (3 channels instead of 2rdunight). Secondly, because of the
diurnal cycle of SST, especially in regions witlwvlaiinds and strong solar insolation,
the retrieval (D2) may not perform equally well endoth day and night conditions.
This discrimination will help the better validati@i the SST product against buoys
during the ATSR-1 period.

* There is no information about the cloud mask of ATE&SR-1 retrievals and how it
changes with time in the ATBD. This information skbbe provided.

* A document describing which days have orbits withody quality data and are
included in the CCI SST archive should be provideus will permit to the users to
know exactly when the CCI SST data are availabla)enit will also facilitate the
production of the next CCI SST versions. Idealhg tocument should also state the
reasons for days/orbits with low quality or abseotdata.

» It should be noted that there is no official celidel information with easy access
(either from ESA or NERC) covering all 3 instrumenthis fact can be verified by
the multitude of sources needed to check the pednce and the data quality of all 3
sensors (see footnotes of the sub-section Techegat}.

4.2 Ocean colour

4.2.1 Introduction

An initial assessment has been made of version1) (¥ the ocean colour CCI (OC-CCI)
chlorophyll product (http://www.esa-oceancolour-aay), released in December 2013.
Comparison is made here with the precursor ESA Gboddur product
(http://www.globcolour.info), by assimilating botdata sets into a coupled physical-
biogeochemical ocean model.

The physical component of the model is the Forauag$dcean Assimilation Model (FOAM;
Storkey et al., 2010), based on the NEMO hydrodyoanodel (Madec, 2008) and the CICE
sea ice model (http://climate.lanl.gov/Models/CICE)1° resolution configuration has been
used, forced with three-hourly fluxes from the ER®erim reanalysis (Deet al, 2011).
There is the option to assimilate physical ocea,daut this has not been included in this
study. The biogeochemical component is the Hadleptt@ Ocean Carbon Cycle Model
(HadOCC; Palmer and Totterdell, 2001). HadOCC isretatively simple nutrient,
phytoplankton, zooplankton and detritus (NPZD) moddich also features a fully coupled
carbon cycle and variable carbon to chlorophyllotaFOAM-HadOCC has been used in
previous studies investigating the assimilatioroogéan colour (Forét al, 2012) and pC®
(While et al.,2012) data.

The OC-CCI and GlobColour chlorophyll data are edalty level three products, merging
information from the SeaWiFS, MERIS and MODIS-Agensors. The time series begins in
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September 1997 and data are available until July?2 Z0r OC-CCI, and present day for
GlobColour. The observations are quality contrgliggper-obbed and assimilated following
the method described in Foet al. (2012). This uses the nitrogen balancing scheme of
Hemmingset al. (2008), which directly updates all biological acakbon cycle model state
variables, aiming to propagate the information frohe chlorophyll data as fully and
realistically as possible to the unobserved vaesbl

4.2.2 Experiments

In order to ensure complete independence betwee@@+CCl and GlobColour assimilation
experiments, the two data sets need to be treakeatically, but separately, throughout,
including in the calculation of the background dieland error variances used for the quality
control and assimilation.

Monthly climatologies for use by the quality cortroere created for each data set by
averaging the observations for the period 19980thil2onto a 1° x 1° grid. A control run with

no data assimilation (hereafter CONTROL), was momfJanuary 1989 to July 2012, starting
from climatology and rest. The period from Janud®@89 to August 1997 is treated as spin-

up.

Monthly-varying background and observation erroriaraces were calculated using model
results for 2003. An initial set of error variancesdependent of either data set, were
calculated from CONTROL using the quick Canadianthoe (Polavaraptet al, 2005).
These were then used in assimilative runs with ekth set. From these results, combined
with the observations, a set of error variancesewsiculated for each data set using the
method described by Foret al (2012). These error variances were used for tlae m
assimilative runs described below, as well as taliyucontrol the observations. At present,
the observation uncertainties provided with eadia dat are used by the quality control, but
not the assimilation. However, the system coulddbeeloped to make further use of this
information in future.

To assess the impact of assimilating the OC-CClGiathColour data, assimilative runs with
each data set have been performed from 1st Septer@®é to 31st July 2012 (hereafter CCI-
FULL and GC-FULL), using initial conditions takerofn CONTROL. In addition, year-long
assimilative runs have been performed for 2003e@fezr CCI-2003 and GC-2003), using
initial conditions from CONTROL on 1st January 2008is is because time constraints due
to the delayed release of the OC-CCI data meahQ8&FULL could not be completed with
sufficient time for a full assessment. Thereforeshof the results presented here are from the
one-year runs, with some preliminary results frow full 15-year reanalyses.

4.2.3 Results

Results — observation processing
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Fig. 4.2.1. Number of super-obs created each dayfo-CClI (blue) and GlobColour (red). Dashed

lines show the daily numbers and solid lines the@g@rolling mean.

A time-series of the number of super-obs create@dsh product is shown in Fig. 4.2.1. The
launch of MERIS and MODIS in 2002 can be clearlgrsen both time-series, as can the loss
of MERIS data in 2012. During the SeaWiFS-only ¢eérithere are fewer OC-CCI
observations, but vice-versa during the MERIS eh# to the increased exploitation of
MERIS data by the OC-CCI algorithms. The GlobColalata are more sensitive to
interruptions in SeaWiFS data in the period leadipgo its loss at the end of 2010, and the
improved consistency of coverage in the OC-CCI potsl during this time is expected to be
beneficial. The differences seen in Fig. 4.2.1espond to differences in the products prior to
quality control and super-obbing.
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Fig. 4.2.2. Percentage of observations rejectecheday by quality control for OC-CCI (blue) and

GlobColour (red). The dashed lines show the daignbers, the solid lines the 30 day rolling mean,
and the black lines the mean for each product.

1998

A time-series of the percentage of observatiorectegl by the quality control is shown in Fig.
4.2.2. For GlobColour the mean rejection rate i68%, remaining reasonably steady
throughout the period, although with an increager&009, and a clear seasonal cycle. For
OC-CCI, a much higher rejection rate is seen, witmean of 5.59%. This is because a
number of OC-CCI observations do not have an agtamtiuncertainty provided, and so are
automatically rejected by the quality control. Tknas originally reported as an issue in the
VO dataset, and is planned to be addressed by @€Q team during phase two of the
project. The rejected observations seem fairly Bvdistributed, and the impact on the final
assimilation results is likely to be small. A swbgtal decrease in the rejection rate can be
seen following the introduction of MERIS data intA2002, with the time-series remaining
reasonably steady before and after this date,tatbeith a large seasonal cycle, out of phase
with that seen for GlobColour.

A further issue, also originally reported in the ¥&aset, is that the dates in the OC-CCI files
are a day out during British Summer Time. Thisiatliy led to all observations being rejected
by the quality control, and so the time in thediled to be manually altered.

Results — 2003

The primary aim of the data assimilation is to ¢oma the model results to better match the
assimilated observations, and this is the firgtghio check when evaluating an assimilation
scheme. As a qualitative demonstration, monthly mearface chlorophyll for April 2003
from each of the three model runs (CONTROL, CCI2@nhd GC-2003), and each of the
observation data sets, is shown in Fig. 4.2.3.
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Fig 4.2.3. Mean surface chlorophyll (mg®rfor April 2003 from each model run and observatio
data set. The daily OC-CCI and GlobColour productsApril 2003 have each been averaged onto a
regular 1° grid for this figure. This is becausd,the time of writing, OC-CCI monthly composite
products are not yet available.

The OC-CCI and GlobColour observations are broadftylar in terms of spatial pattern and
magnitudes. Compared to both products, CONTROL &dmsas towards high chlorophyll
across most of the ocean. General features aredeed, but there are biases in the more
detailed spatial positioning. These biases areiderably reduced in CCI-2003 and GC-2003,
with both assimilative runs more closely resemblihg two observation products. Overall,
CCl-2003 and GC-2003 give similar results, mirrgrthe similarity between the observation
data sets. There are noticeable differences howeret these match differences in the
observations. For instance, the Kuroshio regiom@e clearly distinguished in GC-2003,
whereas the Mauritanian upwelling region is mosgidct in CCI-2003, which appears to be a
result of increased observational coverage in #mea. The biggest difference is the
chlorophyll concentration in the sub-tropical gyresrticularly in the Pacific, with lower
concentrations in the OC-CCI data, and therefoeeG@ICI-2003 model run. A contributing
factor is that the GlobColour products have a highimimum value, but even taking this into
account, the sub-tropical gyres are much clearehenOC-CCI data. In situ observational
coverage is poor, so it is unclear which is moedisac.
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It can also be demonstrated statistically thatatb&milation improves the fit of the model to
the assimilated data, as it is designed to do ghotvn, but see Foret al, 2012). However,
the true test comes when comparison is made topemtkent observations, both of the
assimilated and non-assimilated variables. Stesistomparing each model run to in situ
chlorophyll and nitrate from the Atlantic MerididnBransect (AMT; http://www.amt-uk.org)
cruises, and to in situ fugacity of carbon diox{fleO,) from V2 of the Surface Ocean Carbon
Atlas (SOCAT) database (Bakketral, 2013), are given in Table 4.2.1.

logig(chlorophyll) Nitrate fCQ

RMSE r RMSE r RMSE r
CONTROL| 0.98 0.42 4.42 0.83 37.53 0.60
CCI-2003 | 0.63 0.77 4.34 0.83 37.52 0.61
GC-2003 0.63 0.77 4.34 0.83 37.65 0.60

Table 4.2.1. RMS error (RMSE) and correlation (€tveeen each model run and in situ observations
of logio(chlorophyll) (log(mg m®)) and nitrate (mmol.N 1) from AMT, and surface fGQ(uatm)
from SOCAT. AMT observations taken in the surfacenthave been used here. fQiservations in
water depths less than 150m have been excludeeiove the influence of coastal regimes the model
cannot resolve.

Compared to in situ observations of 4gighlorophyll), taken in the surface 10 m, CCI-2003
and GC-2003 both show a 36% decrease in RMS eompared with CONTROL, and an
increase in correlation from 0.42 to 0.77. Thia islear demonstration that the assimilation is
improving model chlorophyll, with very similar sistics achieved with both products. A
decrease in RMS error and increase in correlai@iso seen beneath 10 m (not shown). For
nitrate, CCI-2003 and GC-2003 both show a slightreigse in RMS error compared with
CONTROL, but the statistics are very similar fot #iree runs. Nonetheless, this is an
important result, as not degrading nutrient conegioins is a major challenge in ocean colour
data assimilation. For fCQall three runs compare very similarly againstesiations in
waters deeper than 150 m, as in Table 4.2.1, dymihto fCQ being largely physically
controlled. However, more localised case studiesvsiimat changes in chlorophyll following
data assimilation do impact on fg@nd air-sea C&Xlux, and the extent and subtleties of this
impact will be explored in more detail in phasef2he project. When comparison is made to
all available fCQ observations (not shown), including those in sivalwaters, the RMS
errors are greatly increased, because the 1° gloloalel is unable to resolve the coastal
processes which dominate in such areas. Howevemprovement in both RMS error and
correlation is seen in these regions following degsimilation, with a bigger improvement in
CCI-2003 than GC-2003. This indicates the assimitatto be beneficial in shelf seas, though
this conclusion may not be robust on a global s@ddahese are not regions either the model
or ocean colour products were designed to propedsesent.

Results — 15-year reanalyses

If an observation product is to be useful as a alexdata record, as intended with OC-CClI,
then it should be consistent and stable through,twith a minimum of bias due to changes in
sensors, and no artificially introduced trends dmehe data processing. Such issues have
previously been reported in the GlobColour data (8#aritorenaet al, 2010), and the

25 of 93



Document Ref.: D3.1v2
CMUG Deliverable

Number: D3.1

Due date: March 2014
Submission date: 1 April 2014
Version: 2.1

consistent processing and bias correction usednergte the OC-CCI products is designed to
address these.

-0.2

OC-CCl locations GlobColour locations
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Fig. 4.2.5. 30 day rolling mean global Igfchlorophyll) from OC-CCI (blue) and GlobColour (e
plus and minus their RMS uncertainties (shadedciBkhading around the OC-CCI line represents
the bias uncertainty. Also plotted is global meagd(chlorophyll) from CONTROL (orange), CClI-
FULL (purple) and GC-FULL (green), computed at b@g-CCI (solid) and GlobColour (dashed)
locations.

The OC-CCI and GlobColour observations are eachviged with per-pixel uncertainty
values. The OC-CCI uncertainties are based on cosgos to in situ data, whereas the
GlobColour uncertainties are an output of the pssicey algorithm. For OC-CCI, an RMS
uncertainty and a bias uncertainty are provideldgg, units. For GlobColour, the uncertainty
is expressed as a percentage of chlorophyll, and Ibeen converted here to a
logig(chlorophyll) RMS uncertainty, in order to try anBtain a comparable quantity to the
OC-CCI RMS uncertainty. However, it should be notedt because of the very different
processing methods, such a like-for-like comparisomot straightforward, and interpretation
of these quantities should be treated with cautién.time-series of global mean
logio(chlorophyll) for the entire reanalysis period (&spber 1997 to July 2012) is shown in
Fig. 4.2.5, from the three model runs (CONTROL, €CTILL, GC-FULL) and the two
observation products. Plus and minus the RMS uaicgéks have been shaded for the OC-
CCl and GlobColour observations (light blue andhiiged respectively), and the bias
uncertainty for OC-CCI is shaded in black. Thisshia very close to zero, and therefore
difficult to distinguish in Fig. 4.2.5. Plottingys or minus the RMS uncertainties provides a
much larger uncertainty range, with the global méaneach product always lying well
within this range for both products. The mean f@I-EULL and GC-FULL also lies within
these ranges, whilst CONTROL is always outside.
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Neither the OC-CCI nor the GlobColour data showlearcglobal trend over the period,
however in the latter years the GlobColour produst®w a much larger amount of
variability, which is believed to be largely spwréodue to changes in algorithms and sensor
characteristics. It is therefore encouraging thé ts not seen in the OC-CCI data. Similar
differences are seen between CCI-FULL and GC-FUdg¢monstrating the impact of this
stability on model results. There are also diffeemnin standard deviation between the OC-
CCI and GlobColour products (not shown). The GldibGo data typically has a lower
standard deviation, but this increases with tinatigularly in the final few years. The OC-
CCI standard deviation is much steadier, apart feprdecrease following the launch of
MERIS and MODIS in 2002.

RMS error tatm) | Correlation
CONTROL | 42.67 0.65
CCI-FULL 41.70 0.66
GC-FULL 42.00 0.66

Table 4.2.2. RMS error and correlation against aad fCQ observations from SOCAT. Observations
in water depths less than 150 m have been excluded.

Comparison to in situ fCOfrom SOCAT, covering September 1997 to Decembdrl 265
made in Table 4.2.2. A slight decrease in RMS dg@een due to the assimilation, with the
lowest error seen for CCI-FULL, although overalk thtatistics remain similar for all three
runs. Known variability in air-sea GQluxes is reproduced by the model, such as deedeas
outgassing in the Tropical Pacific during periofi&€bNifio, and the anomalous outgassing in
the Tropical Atlantic in 2010 recently documenteg lbefevre et al (2013). This latter
coincides with an observed slowdown in the Atlantieridional overturning circulation
(McCarthyet al, 2012), and such linkages can be explored furthphase 2 of the project.

4.2.4 Summary

OC-CCl and GlobColour products have been assindilat®o a coupled physical-
biogeochemical model, and the results comparedctmaol run. Similar results were seen in
each case, with both products improving the moileébfindependent in situ observations of
chlorophyll, without degrading nutrient or carbaelds. Some differences are seen in model
results between the two assimilative runs, botthénecosystem and carbon cycle, and these
will be explored further in phase 2 of the CMUG. tAis stage it can be concluded that both
data sets are suitable for data assimilation, bither has yet been definitively shown to be
superior to the other, and indeed the differenultesachieved with each are of scientific
interest.

This study used the OC-CCI sinusoidally griddedontpphyll NetCDF files. Overall, these
were convenient to use and fit for purpose. A vdareevery point on the grid is explicitly
stored in the OC-CCI files, whereas with the GloloQo files this information needs to be
reconstructed by the user. This makes the OC-G€d &asier to work with and understand,
although the trade-off is that data processinggd&rger. A couple of technical issues were
found regarding the dates during British Summer €liand the coverage of the uncertainty
values, and these have been reported to the OCh€igtlesk, who responded quickly and
helpfully. Furthermore, the file format was slightlltered between VO and V1 — this is okay

27 of 93



Document Ref.: D3.1v2
CMUG Deliverable

Number: D3.1

Due date: March 2014
Submission date: 1 April 2014
Version: 2.1

when working with test releases, but for a reguidease cycle a fixed format would be

required. It would also be desirable for singlessgnalong-track products to be available
alongside the merged daily-average products. Thea éxne information in these files, as

well as the separate error classification for esafsor, would be of potential benefit for data
assimilation. Another requirement is for case lteva products (or ideally a single product
designed for use in both case | and case Il watetsgh could be used for validation of, and
assimilation into, the Met Office shelf seas model.

The work reported here represents an initial assessof the OC-CCI products. In phase 2
this will be extended to analyse in detail the ®atyreanalyses produced. Assessment will
also be made of consistency between different raagsential climate variables (ECVs), for
instance by assimilating other ECVs and compariogtél positions of chlorophyll and sea
surface temperature, and the alignment of chlortbgdatterns and mesoscale eddies. Other
proposed applications of assimilating OC-CCI datduide seasonal forecasting, investigating
biophysical feedbacks between chlorophyll and teatpee due to changes in light
attenuation, and assimilating ocean colour datatimt Met Office shelf seas biogeochemical
model. Further assessment of the OC-CCI uncertavatiyes could also be made by
developing the assimilation scheme to make moreotiges information.

4.3 Sea surface height

In a previous version of this document (D3.1, vIME5, 2012), some results of the use of a
precursor of the CCl SSH products in the contexhefimpact of data assimilation and model
assessment over the Mediterranean domain werenpeesby CNRM (Météo-France). The
precursor is the SSALTO/DUACS SSH (Dibarbourele2@09), combining altimetric data
from several satellites (Topex/Poseidon, ERS-1d8pd-1, Envisat and OSTM/Jason-2). The
impact of data assimilation was first tested thfoagcomparison of averaged SSH over the
Mediterranean basin from COMBINE ocean reanalyssnailating only in-situ observations
with the ECMWEF assimilation system (Balmaseda ¢t26110), and from GLORYS (1v1 and
2v1) ocean reanalyses performed with the MERCATG8$tnailation system that assimilates
the precursor dataset (Ferry et al., 2010). A gayd agreement of the interannual variability
was noted but also a reduction of the annual oydle the COMBINE dataset compared with
the GLORYS one by about 20%. The impact of SSH dasamilation was also tested through
simulations of the Nemomed8 model (Sevault et 2009), over the 2002-2008 period,
constrained with ERA-Interim at the ocean surfand aither by COMBINE or GLORYS
ocean reanalyses over an Atlantic buffer zone. ddgreement is very high as stated by the
correlation coefficients between the mean Mediteseen SSH simulated by the model
through its free surface equation, and the meanitbleanean SSH inferred from the
reanalyses chosen to constrain the model in thanftl buffer zone. The correlation
coefficient is slightly higher when the model isnstrained by the GLORYS dataset that
assimilates the satellite SSH precursor (0.95 coedgpavith 0.84 with COMBINE). These
results allow to detect an added value for the alyais that includes the assimilation of a
satellite derived SSH, and to demonstrate the sKilthe Mediterranean sea model at
simulating the mean SSH over the domain when itdsstrained with an atmospheric
reanalysis.
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Here we extend these results by including the C8H $roducts in a comparison to the
precursor dataset and other datasets over the éediean Sea, and by including simulations
performed with a coupled regional climate modelyardnstrained by an ocean reanalysis in
an Atlantic buffer zone (and by an atmosphere rgaisafor its atmospheric component).

Besides the precursor SSALTO/DUACS SSH dataset, dther SSH datasets have been
considered. The first one (Calafat and Jorda, 2@&l4)yeconstruction covering the 1950-2008
period using a reduced space optimal interpolasioalysis. It combines long-term records
from coastal and island tide gauges with spatighdance structures determined from recent
altimetric observations from AVISO. The second restauction (Meyssignac et al., 2011)
covers the period 1970-2006 and is based on asmerjar method excepted the fact that the
spatial covariance structures are inferred from ehodimulations (Nemomed8 and
PROTHEUS) forced by atmospheric reanalyses. Ilsis based on tide gauge records and, as
the previous, the data is corrected for the atmasphffect (pressure and wind).

The coupled regional climate model is the so-caR&iSM4 model (Sevault et al., 2009)
developed at CNRM and used for the MedCORDEX irdonal simulation exercise. This is
one of the first regional climate system model udahg a free coupling between a limited
area regional atmospheric model (ALADIN-Climat v&solution of 50km and 31 vertical
levels), a regional Mediterranean sea model (Nend@nadapted from the IPSL NEMO v2
ocean model, resolution of 1/8° and 43 verticaélsyincluding a free surface equation, and a
river routing component (TRIP, adapted from a maddahe University of Tokyo, resolution
of 0.5°). The coupling between the atmospheric @ehnic components is done through the
OASIS coupler (v3 from CERFACS). The simulation difer the assessment covers the
1981-2010 period. Consistently with the MedCORDEKXdation protocol, the forcing
consists in a spectral nudging of the atmosphenponent towards ERA-Interim reanalysis
and a nudging of the oceanic component towardscaaroreanalysis over an Atlantic buffer
zone. To take into account the absence of satelbservation over part of the period, the
reanalysis chosen for the ocean boundary layer pgesture, salinity and SSH) is the
COMBINE one that only assimilates in-situ obsernasi.

We show in Figure 4.3.1, SSH anomalies obtaineunh fiiwe different observational products
and inferred from the model calculations, each dpemmiculated by subtracting the mean value
over their corresponding period of data availapfilih particular 1980-2012 for the model and
1993-2010 for the satellite-derived products). Ve first conclude from this comparison that
the SSH inferred from the tide gauge measuremémaw srends that are slightly lower than
the two satellite-derived SSH. However, the diffees, lower than 2cm over the period,
remain within the range of the regional mean seall&éend error given for the CClI SSH
(SLCCI-ErrorReport-30 document, v1.1 dated from @iA2013, Table 5), i.e. lower than
5.4cm over the 18-year period (<3mm/yr). The imatal variability is in closer agreement
between the two tide gauge-derived products thawdssn one tide gauge-derived product
and one satellite-derived product. This might be ttuthe fact that, for the two datasets based
on in-situ observations, the tide gauges are méendocated on the northern part of the
Mediterranean coasts (this bias being attenuate@déoyeconstruction of the spatial variability
through satellite observations or through modelusations). Figure 4.3.1 also reveals that
the CCIl SSH is very close to its precursor on ayeraver the basin. We are indeed in a
region where the corrections between the two prizd(io particular for the trends) are not
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significant, higher latitudes regions being morg@atted (see for instance the SLCCI-PVIR-
31 document, v1.0 dated from 18 September 2013).
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Figure 4.3.1: Averaged Anomalies of SSH over thelitdeanean basin relative to each

period of data availability between 1980 and 20ib2nf). For the RCSM4 model (solid lines),
there are diagnosed from the free surface modeiutation (“dynamic” contribution) adding

a mean thermosteric contribution integrated ovex Mediterranean Sea surface, and over
the upper 600m (dark blue) or the whole water caiylight blue). The observations (dashed
lines) are derived from two products using onlyeiaé observation, SSALTO/DUACS SSH
(green) and CCI SSH (brown), and from two produgssng tide gauges observations,
Calafat and Jorda 2011 (red) and Meyssignac eR@l1 (grey).
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Figure 4.3.2: Contributions to the SSH anomalidatree to the 1981-2010 period, averaged
over the Mediterranean domain and inferred from BE@SM4 model outputs (in m). The
dynamic contribution (green) is diagnosed from free surface model calculation, the
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thermosteric contribution (red) is calculated fratme simulated temperature profiles, the
halosteric contribution (grey) and the salt masswohe contribution (brown) are calculated
from the simulated salinity profiles. The sum @f fibur contributions (dark blue) and the sum
of the dynamic ant thermosteric contributions (tiglue), are also reproduced.

The SSH is calculated in the oceanic componenhefmiodel (NEMO model) with a free
surface equation that takes into account two tersssciated to physical processes explaining
its change. The first one is a vertical integratminthe convergence of the current (e.g.
converging motion makes the level to rise) andhissta dynamic term. The second results
from the fresh water flux at the ocean surface #sd implies a mass change and thus a sea
level change. Even if these two terms are resuftimg mass changes, by commodity we will
designate in the following this calculated conttibn to SSH changes as thByhamic”
contribution, by reference to the first term of thedel equation. An other term of dynamic
origin, implying a mass change, is here neglecteé tb the so-called “Boussinesq’
approximation that is done in this version of thENND model. This contribution comes
locally from an advection of water with differenertsity that can be significant when
integrated over the Mediterranean basin due tardmesport of salty Atlantic water through
Gibraltar strait. This transport tends to balarelbss of fresh water at the annual and basin
scale, surface evaporation exceeding precipitatiothis scale (Jorda and Gomis, 2013). In
the following, this mass contribution to sea leeblnge will be called theS&lt mass’
contribution. Even it is not calculated as parthe free surface equation, it can be diagnosed
at the annual and Mediterranean basin scale froenetvolution of the salinity profile
calculated by the model. It is reproduced in Figli22 over the 1981-2010 period where it is
confronted with other terms contributing to seaeleshange at this scale, in particular with
the “Dynamic” contribution. Two other terms thatntwbute physically to sea level change
and are not included in the model equation arewioesteric components of sea level change,
the one due to temperature change, drhet mosteric” contribution, and the one due to
salinity change, or Malosteric’ contribution. These steric contributions resulomh the
change of density implied by the temperature afidisachanges, all over the ocean column.
This, keeping the mass constant, ultimately raaudt sea level change due to the dilatation or
to the contraction of the water volume. They can diagnosed at the annual and
Mediterranean basin scale with the simulated ggliand temperature profiles, and they are
also reproduced in Figure 4.3.2.

This Figure helps at evaluating, with of course lingitation of model uncertainties, the
relative contributions to sea level changes that @mtained in the observational products
presented in Figure 1, and in particular the CCHS®/e can see that the model tends to
reproduce opposite effects on mean sea level dtleetowo steric contributions, consistently
with a positive trend in both temperature and gglitMore importantly, the diagnostics from
the model outputs also show, in agreement witHittténg of Jorda and Gomis (2013) based
on in-situ observations, that the “Salt mass” dbotion is positive and of the same order of
magnitude than the “Halosteric” component but wath opposite sign. This is one of the
reason that motivates the choice commonly donéhén Mediterranean regional climate
community, to neglect the contribution of salinifyanges in the computation of modeled sea
level change at the Mediterranean basin scale. #heroreason is that the thermosteric
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contribution contains the effect of global mean miaig that cannot be taken into account
through the model equations.

We have reproduced in Figure 4.3.1 (and in Figu8e24 dashed blue line) the diagnostic of
SSH anomaly on the basis of this calculation thatsioed only by adding the Thermosteric
and the Dynamic contributions calculated with tH8R14 model outputs. We can see that
the simulated anomaly (light blue curve) tendsxaggerate the SSH trend compared with all
the observational datasets. This comes from angexated warming that was diagnosed by
comparing the model to ocean reanalyses (Sevaudt, €2009). Moreover, this warming
mostly results from an unrealistic temperaturet dréiow 600m, while the model is relatively
close to observation in the upper part of the Mediinean Sea. We obtain also a closer
agreement between the simulated SSH trend and blenational products when the
Thermosteric contribution is calculated only ovee upper 600m of the Sea (Dark blue line
in Figure 4.3.1). In this case, the SSH trend olersatellite period (1993-2010) is 2.95mm/yr
for the model calculation, 2.49mm/yr for the presurdataset and 2.74mm/yr for the CCI
SSH. As far as interannual variability is concerresiwe can see in Figure 4.3.31, the model
calculation is not significantly affected by theteahative choice on the Thermosteric
component. This variability is not in phase witle tivo tide gauge products but the agreement
seems better with the satellite products. Over Beyear period, the root mean square
difference of SSH anomalies between the model bhadptecursor is equal to 1.17cm, it is
equal to 1.33cm between the model and the CCI Stihalies, when it is equal to 0.45cm
between the two satellite products.

We can also see in Figure 4.3.3 that the mean sabsycle is well reproduced by the model
when it is compared with those inferred from theo twatellite products. The main
discrepancies are a one-month shift in advanceéhimodel and an exaggerated amplitude
(by about 20%). This seasonal cycle would have bmene importantly underestimated
without accounting for the Thermosteric componégtgbout 50%; not shown).
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Figure 4.3.3: Averaged seasonal cycle of SSH awstayer the Mediterranean Sea and over
the period 1993-2010 (in cm). Results from the RE€&iMdel (black) are compared with the
two satellite products SSALTO/DUACS SSH (blue)@@HSSH (green).

Note that the presented model diagnostics suffemfrseveral limitations. First, The
contribution of salinity change is not completebgiigible as it can be noted in Figure 4.3.2
when comparing the sum of the Dynamic and Thermiostentributions (dashed blue line)
and the sum of the four contributions (dark blue)i In addition, we have not taken into
account the impact of the boundary conditions wite nudging of 3D temperatures, 3D
salinities and SSH towards the reanalysed fieldshen Atlantic buffer zone. This forcing
generates density and SSH gradients through Gabr@trait that, through the model
eguations, have also an impact on the simulated &3kt Mediterranean basin scale and on
the individual contributions (Steric and Dynamimtridoutions). Besides the impact of the
global mean warming (and more generally of the globean steric contribution) to sea level
change, an other key contribution is also ignoredthis calculation, namely the mass
component due to glaciers and ice sheet meltings ddntribution is not taken into account
by the SSH nudging because, in order to cover aesin period, the MedCORDEX
simulations are constrained by reanalyses thahatr@ssimilating satellite SSH. This pleads
for dedicated simulations with a nudging towardeltite products like the CCI SSH, over the
Atlantic buffer zone, in order to have a better panson to observed SSH in the inner
Mediterranean basin. Some complementary work i®imggat CNRM in this sense and in
order to obtain a diagnostic on the total sea lévai should be more directly comparable to
observations.

However, most of these shortcomings can be avoidkdn the model simulated SSH

anomalies are compared with the satellite prodatctke local scale. We have reproduced in
Figure 4.3.4 the simulated and observed trends afieoving the spatial and temporal

averages of SSH over the Mediterranean domainh®rl8-year period (1993-2010). The

model field only includes the Dynamic contributibat it can be directly compared with

observations because the uncertain contributioestduhe mass flux at Gibraltar Strait, the
global mean steric contribution and the fresh wélter at the sea surface averaged at the
basin scale, are subtracted by construction. Tingdact on the spatio-temporal variability

compared with the mean of course remains at thal Iecale in the observations, but the
comparison show that the agreement between the Inaodk the observational satellite

products is fairly good.

We patrticularly note in the model, consistentlyhwihe observations, negative trends in the
western part of the basin and in the western datteolonian Sea, and positive trends in the
eastern part of the lonian Sea. The amplitudesetrends however differ from the satellite
observations even if they are often in the uncetyarange of the CCl SSH product
(<3mml/yr). We can also note in this Figure thatiehagain, the trends are very similar
between the CCI SSH and its precursor. Exceptratguaces in the Aegean Sea, the larger
differences are located in the Adriatic Sea whieeesimulated SSH trend is also closer to that
of the CCI SSH product.

We can conclude from this confrontation between @@ SSH product and its precursor,
with tide gauge inferred reconstructions and witbdel estimates, that it is suitable for
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regional climate studies over the Mediterraneannbasven at a scale of a few tens of
kilometres. The confrontation with the model letsng open questions concerning the way to
facilitate the comparison between the models aedothservations. This question applies at
the global scale since the state-of-the-art clinsg®em models are not directly calculating
the mass change contribution to sea level changdalglaciers or ice sheet melting, and to
changing river discharge (a contribution that i$ negligible according to recent findings).
We have seen that the question is even more coabgdido solve at the regional scale due to
the fact that some terms can no longer be negldtiexithose due to salinity changes), in
particular in the case of the Mediterranean with @ibraltar strait mass flux. However, the
development of what can be called an “SSH obsenvaimulator”, by analogy with the so-
called satellite simulators, seems to be possititereat the global or at the regional scale.

45N

40N |

30N

45N A

40N |

SSALTO/DUACS SSH

5W 10E 15E
1 1 1

30N

45N

35N -

1CCI SSH
30N T T T T T T T T T
5W 0 5E 10E 15E 20E 25E 30E 35E
| [ [ [ [ ]
-5-45-4-35-3-25-2-15-1-050 05 115 2 25 3 35 4 45 5

Figure 4.3.4: Trends of SSH anomalies over the 1881 period (in mm/yr). Results from
the RCSM4 model (top) are diagnosed from the freéase model calculation. They are
compared with the two satellite products SSALTO/DSA(middle) and SSH CCI SSH
(bottom).
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4.5 Ozone

In a previous version of this document (D3.1, vMUWEG 2012), some results of the use of
precursors of the CCIl ozone products in the conxtmodel assessment and data
assimilation were presented by CNRM (Météo-Frankleye we illustrate some new results
obtained with CCIl Ozone products consisting firgt 20 comparison to precursor and
independent datasets and then a revised modelsas=mgis A wide ensemble of CCIl ozone
products have been used in the context of a CNE®fAeErance joint work (Prioul, 2013).
Here we focus on examples of this work in applaadiusing the merged L3 CCIl ozone Total
Columns (MERGED_TC) and monthly zonal mean Limbfitse® (MERGED _LP) products.

4.5.1 Confrontation with precursor and independent datasets

One independent dataset has been considered footmgarison. This is the so-called NIWA
(National Institute of Water and Atmospheric ReskarNew Zealand) dataset that includes a
total column ozone product consisting in assimilaatellite-based ozone measurements from
four Total Ozone Mapping Spectrometer (TOMS) instents, three different retrievals from
the Global Ozone Monitoring Experiment (GOME) instrents, and data from four Solar
Backscatter Ultra-Violet (SBUV) instruments (Bodeket al., 2005). This data is
complemented by a global monthly mean vertical ezprofile product combining satellite,
balloons and ground-based measurements, spanrengetiod 1979 to 2007, and available
from “Bodeker Scientific” (http://www.bodekersciéint.com/). The precursor dataset is the
level 2 total column ozone derived from the EUMETIShfrared Atmospheric Sounding
Interferometer (IASI) flying on board MetOp-A (s&006) and MetOp-B (2012).

Figure 4.5.1. Histograms of total columns ozone wated in October 2008 for the CCI
MERGED_TC product (black), IASI Eumetsat (greerg BWA (violet). The values on the
horizontal axis are in Dobson Units and in % on tieetical axis.

The histograms of Figure 4.5.1 for October 2008asharelatively good agreement between
the different total column ozone products. The agrent is however better between the CCI
MERGED_TC and the NIWA product with the first beifay the most part of the globe lower

by about 2% compared with the second, within timgeaof the CCI product total uncertainty

(confirmed for the whole period between 2000 anti22®ot shown). The main discrepancy
occurs for the lowest values (near 140 DU) at fagstral latitudes (not shown). This result is
positive for the CCI product since the NIWA dataskso includes in-situ observations. The
disagreement with the IASI dataset concerns managr polar latitudes (not shown) and
merits further investigation.
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Figure 4.5.2. Vertical profiles of zonal mean diffieces of ozone mixing ratios in ppmv (top)

and in % (bottom), between NIWA and CCI MERGED_T pgroducts, averaged over
October 2007.

The CCI and NIWA ozone profiles are compared inuFeg4.5.2 for October 2007. This is
only one example of comparison that should be nsystematically performed over the
period of data availability (ending in 2007 for NAM The differences are generally below
lower than the potential uncertainty of the MERGED_product given in the CCIl ozone
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ATBD document (v2 dated 18 March 2014, Table 2hjsTast should be within the +/-15%
range for the seasonal cycle and interannual \viityabf the ozone mixing ratio. In Figure
4.5.2, when the relative error is greater than dinisertainty estimate, this mainly corresponds
to low values of ozone mixing ratio (lower than fpp in particular below 50hPa and within
the sub-polar ozone hole in the southern hemispfdrere are however a few regions with
greater ozone content where the differences agkehithan the uncertainty range. This
concerns the tropical stratosphere above 3hPahendutb-polar stratosphere above 10hPa in
the Northern hemisphere. Attributing the main esttor either one or the other dataset in these
regions is outside the scope of this report.

45.2 M odel assessment

The new version of the CNRM climate model includiag on-line representation of
stratospheric chemistry processes, the so-calleBRNHECM model, was assessed with the
precursors as presented in D3.1 vl (CMUG, 2012)e Me illustrate its assessment using the
CCl ozone MERGED_TC and MERGED_LP products. The ehoekolution is of about 2.8°
by 2.8° horizontally and the atmosphere is divided0 vertical levels. The CNRM-CCM
simulation (referred to as CNRM-CM in the followjnfpllows the protocol of the CCMVal
project and is the same than the one presentecmadgised in Michou et al. (2011) and in
D3.1 vl (CMUG, 2012). In another simulation, cal@NRM-CCM nudged, the same model
is nudged towards the Era-Interim reanalysis (teatpee, humidity and wind components
variables). In addition, we also include in the pamson some outputs from two simulations
performed with the MOCAGE chemistry-transport modeleloped at Météo-France at a
low-resolution version of 2° by 2° on the horizdnéad 60 vertical levels. This version
doesn’t include the complex stratospheric chenmscakeme that is currently used for climate-
chemistry interaction studies, but a simple linezati ozone scheme (Cariolle and Tesseydre,
2007) in order to test the impact of ozone datémaksdion (Pajot et al., 2012). In the first
simulation (MOCAGE), the model is integrated withalata assimilation. The assimilation
experiment (MOCAGE assimilated) is performed wkik Valentina data assimilation system
using the incremental 4D-Var method developed atGentre Européen de Recherche et de
Formation Avancée en Calcul Scientifiqgue (CERFACB)e assimilated data consists in the
IASI total ozone columns combined with the Microwaddimb Sounder (MLS) ozone profiles
(see also D3.1 v1, CMUG (2012)).

The histograms of Figure 4.5.3 for October 2008nstimat the two CNRM-CM simulations

underestimate the ozone total columns comparedtivgttozone CCl MERGED_TC product.
This is consistent with previous analysis of theRBNCM simulation compared with other

datasets. The nudging not always results in anaugmnent of the distribution. This implies
that part of the discrepancy comes from the chdnsichemes. The distribution given by
MOCAGE and the ozone linear scheme is far fromsttellite-derived product but here the
assimilation is efficient at improving the agreemehat is now very good, while the

assimilated data are not included in the CCl MERGIEO product.
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Figure 4.5.3. Histograms of total column ozone acglated in October 2008 for CNRM-
CCM (light blue), CNRM-CCM nudged (dark blue), MG&R (light green), MOCAGE
assimilated (dark green) and the CCl MERGED_TC pobdor the 90°S - 84°N latitude
band. The values on the horizontal axis are in Pobgnits and in % on the vertical axis.

We have reproduced in Figure 4.5.4 the annual cyets the year 2008 of monthly mean
ozone mixing ratio at 3 hPa, 10 hPa and 50 hPaagedrover different latitudinal bands,
calculated from the two CNRM-CCM simulations andnfrthe CCl MERGED_LP product.
At 3 hPa, the model simulations reproduce obsemeathtions, although underestimating
their amplitudes. These amplitudes are improvedheynudging, showing that part of the
discrepancy comes from the representation of theatlkc variables at this level. Michou et al.
(2011) have shown that CNRM-CCM simulated too l@erme mixing ratios compared with
UARS observations (HALOE) and attributed it in p&sttoo warm temperatures. This is
consistent with the improved results when the teaipees are nudged towards ERA-Interim
even if the ozone mixing ratios remain lower thiaose of the CCI product. We can however
also note that, at this level, in the tropical amdhigher northern latitudes, the MERGED_LP
mixing ratio are higher than the NIWA product (do® lppmv in October 2008 as seen
above). This puts in doubt the amplitude of theagiisement and of the error estimate
accompanying the CCI dataset reproduced in thedight 10 hPa, close to the stratospheric
maxima, the amplitude and variation of the annyalecare fairly well simulated by CNRM-
CCM in particular in the nudged simulation. Forsthast simulation, the highest differences
remain in a 15% uncertainty range. At 50 hPa enhigh latitude Southern Hemisphere, the
ozone mixing ratio is dominated by polar ozone ewph. Figure 4.5.4 shows that the
CNRM-CMM model overestimates this depletion dueattemperature bias (Michou et al,
2011) corrected by the nudging. The degradaticdh@fesults with the nudging at the tropical
latitudes is questionable.
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Figure 4.5.4. Annual cycle over the year 2008 ohthly mean ozone mixing ratio (ppmv) at
3 hPa (top line), 10 hPa (middle line) and 50 hBatfom line), averaged over the 90S - 60N
60S (first column), 30S - 30N (second column) a@N 6 90N (third column) latitudinal
bands. The light blue line corresponds to CNRM-C@h, dark blue line to CNRM-CCM
nudged and the red line to CCl MERGED_LP produsbasted to an uncertainty estimate (
grey shading).

One main lesson from this short analysis is thatalone CCI-products need a confrontation
with all available observational products, in partar those such as the NIWA products that
include in-situ observations. The uncertainty ranggroduced on the figures seems to be
underestimated at least in some regions like tifea3dlevel. The confrontation with model
simulations, in particular those that are nudgesatds, or assimilating other observational
products, also confirm that the CCI ozone prodacts suitable for model intercomparison
and data assimilation.

4.4 Clouds

The International Cloud Climatology (ISCCP) datalsss been used as a precursor for cloud
amount and various other data sets (e.g. MODISGnddSat) for other cloud parameters.
Here we use the prototype CCI clouds data and suomae initial comparisons with the most
recent Hadley Centre climate model, HadGEM2.

The CCI cloud products include a merged producsiagudata from all available sensors —
and individual sensor products using AATSR, MODI&l &AVHRR. The prototype data set
produced in Phase 1 of the CCI covers the threesy&207 — 2009. It follows the framework
and philosophy of the GEWEX cloud assessment arsdtierefore not been specifically
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designed for climate model evaluation, althoughedlrere plans to do more in this regard for
Phase 2.

Comparisons with other similar cloud products sstigjeat the CCI cloud data sets generally
underestimate cloud amount over the global ocearal datitudes. In addition, high-level
cloud is underestimated over land over both thpi¢eoand mid-latitudes, while low-level
cloud is underestimated over the key areas of mairatocumulus in the sub-tropics. There
is also a severe underestimate of thin cirrus cleutlis suggests that modifications to the
cloud detection algorithm may be needed, as inci@ the channels available from
instruments such as AATSR should allow better sirdetection compared to ISCCP, for
example. These findings have been corroborateché&yCloud CCI climate research group.
Taken together, examination of the current version of the CCl clouds data suggests that

it does not at present provide added value compared to | SCCP (or similar precursors) in
respect of cloud coverage. The current version of the data sets contains discontinuitiesin

all of the cloud amount products, making comparisons with models unsatisfactory. For
this reason we focus here on other parametersterfest, specifically cloud liquid water and
cloud droplet effective radius.

In common with other retrievals using visible anéra-red measurements (ISCCP, MODIS,
ATSR) cloud liquid water in the Cloud CCI is notelitly retrieved but is instead calculated
from the retrieved cloud optical depth and the dlduoplet effective radius. This means that
such estimates may be substantially different fretrievals using either passive microwave
observations (SSM/I) or space-borne radar (CloydSat

Figure 4.4.1 compares the CCI cloud liquid wateahg&aWP) with retrievals from MODIS,
ATSR, CloudSat and SSM/I. Note that this is thegadrCCI product. Differences between
CCl and the two VIS/IR retrievals (MODIS, ATSR) apmsitive everywhere and the
geographical patterns of these differences are snyjar. Comparisons with CloudSat and
SSMI/I are quite different to this, especially ihet tropics and sub-tropics, e.g. the
underestimate with respect to CloudSat in the naagas of marine stratocumulus cloud. A
striking result is the closeness of the CCI cloMiR-to that derived from SSM/I, which is a
clear difference with the precursor ISCCP data(aksio shown for comparison). Given the
very different nature of the sensors it is surpgsio find that the CCI data is closer to the
microwave retrievals than it is to those obtainednf VIS/IR instruments which are
components of this merged product.

These differences between the observed estimated/Bfclearly have an impact on their use
for climate model evaluation (Figure 4.4.2). The ICdata suggests that HadGEM2
underestimates LWP over land everywhere as weallvasthe tropical and subtropical oceans.
Overestimates are seen over the Southern OceamidAdtitude Atlantic and Pacific. Given
the comparisons shown in Fig. 4.4.1 this often iast$ with the evaluation using the other
LWP products. In general the comparisons are massistent over the mid-latitude oceans.
As expected from Fig. 4.4.1, the comparisons wiBiM8 are the most similar over the global
oceans.
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Figure 4.4.3 shows comparisons of the HadGEM2 sitian of liquid water droplet effective
radius (gx) with retrievals from CCI clouds, together withoie from MODIS and ATSR.
Note that this quantity has been specifically daggd in the model to match the satellite
retrievals, i.e. it is not the standagg variable. Here the quite different interpretatmfnthe
model’s simulation according to the data set beised for the evaluation is, if anything, even
more apparent. The CCI product indicates far ladyep sizes than either MODIS or ASTR
and this is then reflected in the model comparisdnch suggests large underestimates.©f r
in many regions, over both land and ocean. We tsm rmake use of the CClI's individual
sensor products for the evaluation and compareethdts to the standard MODIS and ATSR
products (Fig. 4.4.4). This suggests that the Clafge droplet sizes is primarily a function of
the retrieval algorithm rather than depending andéinsor used. The final merged value will
of course depend on how these sensors are combinede that the large droplet sizes are
also evident with the CCI's AVHRR product (also amoin Fig. 4.4.4), which is also a
component of the merged product.

To conclude, it is probably fair to say that we armable at present to determine the value of
the CCI clouds products for climate model evaluatiGlearly more work needs to be done:
(a) within the CCI team itself to understand thegse reasons for the differences with other
well-established data sets and to improve the C@dyxts (e.g. the cirrus detection); and (b)
in conjunction with the modelling community to enmsuhe CCI clouds project delivers
products that are both useful and add value tcetlbasrently being used for model evaluation
and development studies.
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Figure 4.4.1: Comparison of the CCIl merged clowgiil water path product with a range of other daéds.
Also shown is the comparison of the ISCCP precunsthr the SSM/I product (which is the most simitathe
CCl). Data are seasonal averages for June, Julgust2007.
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Figure 4.4.2: Evaluation of cloud liquid water path HadGEM2 for JJA 2007 using a range of data sets
including CCl. HadGEM2 values are diagnosed from@sphere-only simulations driven by observed SSTs.
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Figure 4.4.3: (Top) Seasonal mean values of clowgldt effective radius from MODIS, ATSR and
CCI for JJA 2007. (Bottom) Comparisons with HadGEM2
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Figure 4.4.4: (Top) CCI individual sensor effectigoplet radius products for MODIS, ATSR and
AVHRR for JJA 2007. (Bottom) Comparisons with HaMGE
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4.5 Ozone

In a previous version of this document (D3.1, vMWIG 2012), some results of the use of
precursors of the CCI ozone products in the contxtmodel assessment and data
assimilation were presented by CNRM (Météo-Frangleye we illustrate some new results
obtained with CCl Ozone products consisting firgt 20 comparison to precursor and
independent datasets and then a revised modelsas=gis A wide ensemble of CCIl ozone
products have been used in the context of a CNE®®Aerance joint work (Prioul, 2013).
Here we focus on examples of this work in applaraiusing the merged L3 CCI ozone Total
Columns (MERGED_TC) and monthly zonal mean Limbfitse (MERGED _LP) products.

4.5.1 Confrontation with precursor and independent datasets

One independent dataset has been considered foormgarison. This is the so-called NIWA
(National Institute of Water and Atmospheric ReskarNew Zealand) dataset that includes a
total column ozone product consisting in assimilaatellite-based ozone measurements from
four Total Ozone Mapping Spectrometer (TOMS) inskeats, three different retrievals from
the Global Ozone Monitoring Experiment (GOME) instrents, and data from four Solar
Backscatter Ultra-Violet (SBUV) instruments (Bodeket al., 2005). This data is
complemented by a global monthly mean vertical ezprofile product combining satellite,
balloons and ground-based measurements, spanrengetiod 1979 to 2007, and available
from “Bodeker Scientific” Kittp://www.bodekerscientific.con/The precursor dataset is the
level 2 total column ozone derived from the EUMETIShfrared Atmospheric Sounding
Interferometer (IASI) flying on board MetOp-A (se@006) and MetOp-B (2012).
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Figure 4.5.1. Histograms of total columns ozone wated in October 2008 for the CCI
MERGED_TC product (black), IASI Eumetsat (greem BWA (violet). The values on the horizontal
axis are in Dobson Units and in % on the verticala
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The histograms of Figure 4.5.1 for October 2008nsharelatively good agreement between
the different total column ozone products. The agrent is however better between the CCI
MERGED_TC and the NIWA product with the first beifay the most part of the globe lower

by about 2% compared with the second, within timgeaof the CCI product total uncertainty

(confirmed for the whole period between 2000 antiZ2Mot shown). The main discrepancy
occurs for the lowest values (near 140 DU) at fagstral latitudes (not shown). This result is
positive for the CCI product since the NIWA dataakso includes in-situ observations. The
disagreement with the IASI dataset concerns manggr polar latitudes (not shown) and
merits further investigation.

10.0]

pressure (hPa)

100.0 !—I- - - 1 | =

i L i L i L i L i
-90,0 -60,0 -30,0 0,0 30,0 60,0 20,0
Latitude (M)
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: : : :
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Figure 4.5.2. Vertical profiles of zonal mean difieces of ozone mixing ratios in ppmv (top) anoin
(bottom), between NIWA and CCI MERGED_TC prodiatstaged over October 2007.
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The CCI and NIWA ozone profiles are compared inuFeg4.5.2 for October 2007. This is
only one example of comparison that should be nsystematically performed over the
period of data availability (ending in 2007 for NA)} The differences are generally below
than the potential uncertainty of the MERGED_LPdud given in the CCl ozone ATBD
document (v2 dated 18 March 2014, Table 21). Tdss$ $hould be within the +/-15% range
for the seasonal cycle and interannual variabditghe ozone mixing ratio. In Figure 4.5.2,
when the relative error is greater than this umaiety estimate, this mainly corresponds to
low values of ozone mixing ratio (lower than 1ppmv)particular below 50hPa and within
the sub-polar ozone hole in the southern hemispfdrere are however a few regions with
greater ozone content where the differences agkehithan the uncertainty range. This
concerns the tropical stratosphere above 3hPahendub-polar stratosphere above 10hPa in
the Northern hemisphere. Attributing the main esttor either one or the other dataset in these
regions is outside the scope of this report.

4.5.2 Model assessment

The new version of the CNRM climate model includiag on-line representation of
stratospheric chemistry processes, the so-calleBRNHECM model, was assessed with the
precursors as presented in D3.1 vl (CMUG, 2012)e Me illustrate its assessment using the
CCl ozone MERGED_TC and MERGED_LP products. The ehoeksolution is of about 2.8°
by 2.8° horizontally and the atmosphere is divided0 vertical levels. The CNRM-CCM
simulation (referred to as CNRM-CM in the followjnfpllows the protocol of the CCMVal
project and is the same than the one presentecmadgised in Michou et al. (2011) and in
D3.1 vl (CMUG, 2012). In another simulation, cal@NRM-CCM nudged, the same model
is nudged towards the Era-Interim reanalysis (teatpee, humidity and wind components
variables). In addition, we also include in the pamson some outputs from two simulations
performed with the MOCAGE chemistry-transport modeleloped at Météo-France at a
low-resolution version of 2° by 2° on the horizdnéad 60 vertical levels. This version
doesn’t include the complex stratospheric chenmschkeme that is currently used for climate-
chemistry interaction studies, but a simple linezati ozone scheme (Cariolle and Tesseydre,
2007) in order to test the impact of ozone datémaksdion (Pajot et al., 2012). In the first
simulation (MOCAGE), the model is integrated withalata assimilation. The assimilation
experiment (MOCAGE assimilated) is performed whik Valentina data assimilation system
using the incremental 4D-Var method developed atGentre Européen de Recherche et de
Formation Avancée en Calcul Scientifique (CERFACB)e assimilated data consists in the
IASI total ozone columns combined with the Microwadvimb Sounder (MLS) ozone profiles
(see also D3.1 v1, CMUG (2012)).

The histograms of Figure 4.5.3 for October 2008ashmat the two CNRM-CM simulations

underestimate the ozone total columns comparedtivttozone CCl MERGED_TC product.
This is consistent with previous analysis of theRBNCM simulation compared with other
datasets. The nudging not always results in anaugmnent of the distribution. This implies
that part of the discrepancy comes from the chdnsichemes. The distribution given by
MOCAGE and the ozone linear scheme is far fromstitellite-derived product but here the
assimilation is efficient at improving the agreemehat is now very good, while the

assimilated data are not included in the CCl MERGIED product.
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Figure 4.5.3. Histograms of total column ozone &calated in October 2008 for CNRM-CCM (light
blue), CNRM-CCM nudged (dark blue), MOCAGE (ligreamn), MOCAGE assimilated (dark green)
and the CCI MERGED_TC product for the 90°S - 844titude band. The values on the horizontal
axis are in Dobson Units and in % on the verticala

We have reproduced in Figure 4.5.4 the annual cyets the year 2008 of monthly mean
ozone mixing ratio at 3 hPa, 10 hPa and 50 hPaagedrover different latitudinal bands,
calculated from the two CNRM-CCM simulations andnfrthe CCl MERGED_LP product.
At 3 hPa, the model simulations reproduce obsemeathtions, although underestimating
their amplitudes. These amplitudes are improvedheynudging, showing that part of the
discrepancy comes from the representation of theatic variables at this level. Michaat al
(2011) have shown that CNRM-CCM simulated too l@erme mixing ratios compared with
UARS observations (HALOE) and attributed it in p&sttoo warm temperatures. This is
consistent with the improved results when the teaipees are nudged towards ERA-Interim
even if the ozone mixing ratios remain lower thiaose of the CCI product. We can however
also note that, at this level, in the tropical amdhigher northern latitudes, the MERGED_LP
mixing ratio are higher than the NIWA product (do® 1lppmv in October 2008 as seen
above). This puts in doubt the amplitude of theaglisement and of the error estimate
accompanying the CCI dataset reproduced in thedight 10 hPa, close to the stratospheric
maxima, the amplitude and variation of the annyalecare fairly well simulated by CNRM-
CCM in particular in the nudged simulation. Forsthast simulation, the highest differences
remain in a 15% uncertainty range. At 50 hPa enhigh latitude Southern Hemisphere, the
ozone mixing ratio is dominated by polar ozone ewph. Figure 4.5.4 shows that the
CNRM-CMM model overestimates this depletion dueattemperature bias (Micheoet al,
2011) corrected by the nudging. The degradatigdh@fesults with the nudging at the tropical
latitudes is questionable.
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Figure 4.5.4. Annual cycle over the year 2008 ohthly mean ozone mixing ratio (ppmv) at 3 hPa
(top line), 10 hPa (middle line) and 50 hPa (bottlime), averaged over the 90S - 60N (first column),
30S - 30N (second column) and 60N - 90N (third molu latitudinal bands. The light blue line
corresponds to CNRM-CCM, the dark blue line to CNEO®M nudged and the red line to CCI
MERGED_LP product associated to an uncertaintynesté ( grey shading).

One main lesson from this short analysis is thatttone CCl-products need a confrontation
with all available observational products, in pautar those such as the NIWA products that
include in-situ observations. The uncertainty rareggoduced on the figures seems to be
underestimated at least in some regions like tiRa3avel. The confrontation with model
simulations, in particular those that are nudg&dhtds, or assimilating other observational
products, also confirm that the CCI ozone prodaotssuitable for model intercomparison
and data assimilation.

4.6 Greenhouse Gases

GHG_CCI has two lines of production, one for theuomar mole fraction of Carbon Dioxide
(XCO2) and one for the columnar mole fraction of Methgl€H4) from two instruments
(ENVISAT/SCIAMACHY and TANSO/GOSAT). The two retnals will be simply referred
to as carbon dioxide and methane. For each molesaleral algorithms were considered
during Phase 1. A Round Robin (RR) exercise wasechout by GHG_CCI during Phase 1
aiming at selecting the best available algorithrms Both variables. Table 4.6.1 lists the
algorithms included in the GHG Climate ResearchkBge (CRP) resulting from the RR
exercise.

The Climate Monitoring Facility (CMF, see Box A,dail€cMUG, 2013Db, c, d) developed at
ECMWEF and its database (CMFDb) were used to comeast 3 monthly mean statistics of
XCO2 and XCH4 observations retrieved with the atbors listed in Table 4.6.1 with

averages of their model equivalent obtained froedMIACC atmospheric reanalysis.
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Variable| Algorithm Availability Provider
(version)
BESD (2.0) SCIAMACHY Aug 2002 - Mar 2012 IUP
XCO2 | OCFP (4.0) GOSAT Jun 2009 - Jan 2012 Uni. of Leares
SRFP (2.1) GOSAT Jun 2009 - Sep 2012 SRON
WFMD (3.3) | SCIAMACHY Jan 2003 - Sep 2012 IUP
IMAP (6.0) SCIAMACHY Jan 2003 - Apr 2012 SRON
XCHA4 SRFP (2.1) GOSAT Jun 2009 - Sep 2012 SRON
OCPR (4.0) GOSAT Jun 2009 - Dec 2011 Uni. of Laees

Table 4.6.1: List of available algorithms includiedhe GHG_CCI CRP.

Box A: The Climate Monitoring Facility (CMF)

The CMF is a web-based tool under development aMBE that will be put at the
disposable of CCl. CMF aims at providing an eagess to a large variety of data and
variables to facilitate the assessment of the kengr homogeneity of a given dataset,
of the level of agreement of its monthly mean aearaged statistics with equivalent
fields available from different sources, and ofdtssistency with correlated variables.
An up-to-date description of the design of the CM&totype can be found in CMUG
(2013c). The CMF database (CMFDb) content was sumathin CMUG (2013b, d).

Like any other tool, the CMF should be used forliapgions it was designed for (i.e.
monitoring and assessing the low-frequency, mudary variability of regional
averages). The comparisons it facilitates are basqute-calculated statistical regional
averages of monthly mean data. As differences nwayroin the data coverage of
different data streams used to produce those a@gragution should be used when
assessing their comparison.

Shortcomings in the CQand CH model and in the observations, as well as lack pfoper
anchor for the variational bias correction of thedeservations led to large biases in the
MACC atmospheric reanalyses of €@A. Agusti-Panareda and S. Massart, personal
communication). Thus, CQand CH outputs from two recent research experiments hésae
been considered in this study. These two expersnarg forecast runs (thus not reanalyses)
that used optimized fluxes from the flux inversdACC reanalysis of C@(Chevallieret al
2010) and CH (Bergamaschet al 2013). The C@fluxes were optimized using only surface
observations (no satellite data included), thuscabmparisons shown below are completely
independent. In contrast, the C#Huxes were obtained using both SCIAMACHY and aud
observations, thus the outputs from this researgier@nent cannot provide completely
independent comparisons. It is noted that two difietransport models were used in the,CO
and CH flux inversion (LMDZ and TM5, respectively) and the forward calculations done
by the ECMWEF Integrated Forecasting System (IF8pfih CH, and CQ. This is likely to
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represent a source of error in terms of,@G@d CH concentrationslt is acknowledged that
atmospheric C@and CH fields from the MACC flux inversion reanalysis (whiused the
same transport model for the flux inversion andveod simulation) also exist (Chevalliet
al. 2010, Bergamasclet al2013). These are more suitable for trend calasiati

When displayed, the MACC atmospheric reanalysiseieafter simply labelled as MACC.
The labels MCO2 and MCH4 are instead used in thep to identify the COand CH
outputs from the two recent MACC forecasts expentseBoth the MACC reanalysis and the
MCO2 experiment are available and used from JanR@68 onwards. Experiment MCH4
was only used for 2008.

A preliminary look at the GHG_CCI data neither Highted technical issues with the data
nor unphysical values. Each dataset includes tmenmim required information to make use
of it, e.g. data and their uncertainties, as wsllgaality flags. However, differences exist
between the various datasets. For instance, sogoeithms provide both the bias corrected
and the uncorrected retrievals, in other cases @mdyof them is provided; the meaning of the
quality flags is not used consistently by the vasigroups. It is recommended that these
differences were overcome in future versions ared dbrresponding Product User Guides
updated to reflect the changes.

Whenever available, bias corrected retrievals wesed in this study. Also the available
quality flags were used to filter out poor qualiigta.

4.6.1 Carbon dioxide

The MCO2 outputs make use of optimized CO2 fluxesmputed according to the method
described in Chevallieet al, (2010). The latest MACC inversion was found maceurate
than the satellite retrievals at the sounding s¢@leevallier, F., and C. W. O'Dell, 2013),
though a number of challenges with inverting fludesm the CQ satellite retrievals
compared to the current MACC surface-based apprs@thxist (Chevallieet al, 2014).

Figure 4.6.1 shows the time-series of the anomélthe global mean monthly averaged

carbon dioxide retrieved from the SCIAMACHY and G&ISmeasurements using the three
algorithms that are included in the GHG_CCI in @ignate Research Package (CRP).
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Figure 4.6.1 Time series of the monthly mean glgbaleraged anomaly (with respect to the mean
computed over the whole period of availabilitylcafbon dioxide retrieved from SCIAMACHY (black Jine

and GOSAT (blue and red lines) measurements usaghtee algorithms that are part of the GHG_CCI
CRP. Anomaly data are in ppm.

The anomaly for each dataset in figure 4.6.1 is puted as the difference between the
monthly mean values and the mean over the periadtaf availability. Over the period 2003-
2011, the (BESD 2.0) SCIAMACHY XCO2 retrievals atlearacterized by a mean global
annual growth rate of 1.78 ppm/year.

The actual growth rate varies from year to year depends on the geographical area over
which the mean growth rates are computed. Figu8e frovides the mean annual growth
rate of XCO2 estimated from the SCIAMACHY retrievaluring the period 2003-2011. The
table on the right hand side of figure 4.6.2 pregidhe actual global annual change for the
years 2004-2011 computed with respect to the 20@8afymean carbon dioxide amount of
375.43ppm. The table also refers to the (BESD 30)AMACHY XCO2 retrievals. For
comparison, the mean annual growth calculated fiteenNOAA ESRL data (Conwast al,
1994) has also been given.
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Figure 4.6.2. Mean Annual CO2 growth rate in diéier geographical regions estimated using the
(BESD 2.0) SCIAMACHY XCO2 retrievals for the perdath 2003 - Dec 2011. The right hand side
table gives the actual global mean annual changgh(nespect to the global annual mean from
previous year) obtained from the SCIAMACHY XCO#fewedls relative to an estimated annual global
mean for 2003 of 375.43 ppm and from the NOAA E&RA (Conway et al., 1994) that had a 2003
mean value 0874.97ppm.

The three XCO2 retrievals from SCIAMACHY and GOSAleasurements well compare in
the northern hemisphere extra-tropics (figure 4.618 this region, the annual cycle, and the
amplitude of the carbon dioxide changes, as welhasobservation uncertainties exhibit a
high level of agreement. Overall, the MCO2 outputhe northern hemisphere extra-tropics is
also in good agreement with the three datasets.

In the tropics and in the southern hemisphere thparisons show a lower level of
agreement. It is noted that the MEQutput seems to have a much slower, @@wth with
time than in the retrievals. Different reasons nmaye contributed and concurred to this
outcome, and more generally explain the differerssveen observed and modelled fields.
Some inter-hemispheric differences exist in theerse modelling system (Chevalliet al,
2010) as this is constrained by measurements ajsgtheric CQ that are more sparse in the
tropics and in the southern hemisphere thus makiagesulting fluxes probably less reliable
than those in the northern hemisphere extra-tropite errors related to the use of two
different transport models in the flux inversiordan the forward simulation are likely also
larger in those data sparse regions than in théheror extra-tropics. The comparison method
is also prone to errors and, in some cases it & o misleading conclusions if the model
outputs and observations have substantially diffeceverage. By design, the SCIAMACHY
and GOSAT instruments mostly provide measuremews tand. In contrast, models are
normally defined at every grid-point. In the southdemisphere, where the extent of the
oceans is greater than that of land, significaffedinces may be found in the mean values.
As CQO; is lower over the oceans than over land, the modsEn CQ is expected to exhibit
lower values than the mean observations. Differemeay also exist in regions characterized
by clouds and aerosols, like the tropics, thateaseurce of uncertainty in deriving @O
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Figure 4.6.3 also shows a sudden increase in th©21&nalyses between end of 2004 and
beginning of 2005 in the southern extra-tropicsisTdan be explained, at least in part, by an
exceptional growth of the atmospheric £€used by a significant drought in the Amazonian
and Central African regions where a large numbedre#s died, releasing large quantities of
CO, while contributing in reducing the G@bsorbing ability of the forests. The year 2005
was classified as one of the worst droughts in ntlba® a century caused by warmer than
usual ocean temperatures.

During the period of SCIAMACHY and GOSAT overlapufd2009 - Apr 2012), the three
datasets exhibit a high level of consistency in éxé&ra-tropics. In the tropics, the mean
BESD2.0 SCIAMACHY retrievals agree very well withetcorresponding mean GOSAT data
retrieved from the OCFP4.0 algorithm. In contrabe SRFP2.1 retrievals show a slower
growth that leads to lagged @@nnual maximum values of about 2-3 months compartd
the other two retrievals. Despite this time lag three XCO2 datasets vary mostly within
their corresponding uncertainties.

The observation uncertainties were compared wighrésiduals between each dataset and
their model equivalent and presented in figure446r the same three latitudinal bands
shown above. The plots made use of all availabta fta the three datasets. In general, the
SCIAMACHY BESD2.0 uncertainty is of the same magdé of or larger than the
observation minus model departures, particularltha northern hemisphere extra-tropics. In
contrast both GOSAT sets of retrievals exhibit obsgon uncertainties that are on average
smaller than the observation departures from thdefted XCO2, especially in the tropics
and southern hemisphere extra-tropics. The quafitthe XCO2 outputs has clearly a key
role, here, as they are used as reference. As onexdtiabove, the quality of the modelled
XCO2 is potentially hampered by errors or biasegh@ observations as well as errors
associated with the transport model. Thus, it fBcdit to anticipate the potential impact of
these observations if assimilated and dedicatedrerpnts will need to be run.
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Figure 4.6.3 Time series of the CCI XCO2 retriefadsn SCIAMACHY (BESD 2.0) and GOSAT (OCFP 4.0 and
SRFP 2.1) measurements and of the MCO2 outputs. &ataveraged over three latitudinal bands (frap to
bottom): the northern hemisphere extra-tropics, ttogpics, and the southern hemisphere extra-trapiddata

are in ppm.
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Figure 4.6.4 Scatter plot of the CClI XCO2 uncetrtias of the SCIAMACHY (BESD 2.0, black
crosses) and GOSAT (OCFP 4.0, red filled circlas] 8RFP 2.1, blue triangles) retrievals and the
residuals between each retrieval and the MCO2 dstpData are averaged over three latitudinal
bands like in figure 4.6.3. Data are in ppm.

4.6.2 Methane

Monthly mean area averaged statistics of four nmethratrievals produced by the GHG_CCI
(see table 4.6.1 for details) have been comparddtheir model equivalent obtained from the
MACC atmospheric reanalysis and from an experimidatacast run, MCH4, only valid for
2008 and that is based on MACC optimized fluxesfidergamaschet al. (2013). The main
difference between the two MACC GHproducts is that the CHfluxes in the MACC
atmospheric reanalysis were derived using uncatde&8CIAMACHY observations. In the
most recent simulations, the ¢Hluxes were instead derived from bias corrected
SCIAMACHY data and surface observations.
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Using the two SCIAMACHY products that are availalneer a longer period, the mean
annual change in XCH4 was derived for several ggugcal areas using the 2003-2011
observations (figure 4.6.5). The actual year-byrygabal changes are provided in the right
hand side table of figure 4.6.5.
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2 | change (ppb)
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Figure 4.6.5 Mean Annual CH4 change rate in différgeographical regions estimated using the
(IMAP 6.0, red, and WMFD 3.3, blue) SCIAMACHY XQidttievals for the period Jan 2003 - Dec
2011. The right hand side table gives the actuabgl mean annual change (with respect to the global
annual mean from previous year) obtained for the sets of SCIAMACHY XCH4 retrievals relative
to an estimated annual global mean for 2003 of 1Z4&fpb for IMAP 6.0 and 1748.98ppb for WFMD
3.3.

Overall and despite some dependence on the algo@itd geographical areas, the XCH4
retrievals show a small trend of up to 5-6% peradec This slow growth rate is also
confirmed by figure 4.6.6.that shows the time sepé the monthly mean XCH4 averaged
over three latitudinal bands (tropics and northand southern extra-tropics) for the four
GHG_CCI products and the two sets of XCH4 modepoist Comparisons were performed
over a total of 32 geographical areas with neglgitifference in the level of agreement
between the averaged observed and modelled methane.
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Figure 4.6.6 Time series of the CCl XCH4 retrieviatsn SCIAMACHY (IMAP 6.0 and WFMD 3.3)
and GOSAT (OCPR 4.0 and SRFP 2.1) measurement®faim® MACC (dashed black line) and
MCH4 outputs. Data are averaged over three latitadlibands (from top to bottom): the northern
hemisphere extra-tropics, the tropics, and the lseut hemisphere extra-tropics. Data are in ppb.

The four GHG_CCI products generally show a goocklleef agreement and consistency
between each other, particularly in the southemisghere extra-tropics. A sudden change is
noticeable in the IMAP6.0 product (red lines) a theginning of 2010 in the tropics and in
the northern hemisphere extra-tropics. The XCH4llegsached by the IMAP6.0 retrievals is
then maintained for the remaining period of SCIAMAX availability. Such behaviour is not
found in the other three products. This might péena possible change in the retrieval chain
that might be worth investigating further.
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The XCH4 from the MACC atmospheric reanalyses (dddblack line) show on average a
low bias of about 100ppb compared with the GHG_@rievals. About half of such a bias
can probably be attributed to the SCIAMACHY meamwgats that, as mentioned above, were
not bias corrected in the flux calculations thabduced the fluxes used in that experiment. In
contrast, the MCH4 product (solid black line ov&08) exhibits a much higher level of
agreement with the corresponding retrievals. Tlaglee is reminded that the SCIAMACHY
data were used in the flux inversion model, thes¢hcomparisons are not independent.

The uncertainty bars over-plotted to the timeseriesfigure 4.6.6 show that the two

SCIAMACHY retrievals have normally much larger urtanties compared with the

residuals from their MCH4 model equivalent. It iscaclear that for the WFMD 3.3 retrievals
the observation uncertainty increased in 2005. Thisikely a consequence of degraded
measurements that followed the 2005 detector dagoedin SCIAMACHY channel 6 that

particularly affected the methane retrievals.

Figure 4.6.6 also show that the IMAP 6.0 SCIAMACHXYCH4 product (red) exhibits
sporadically larger uncertainties than usual. Ustdeding the reason for these large values
requires a detailed analysis of the uncertaintiea pixel level (i.e. on the L2 data).

In contrast to the SCIAMACHY retrievals, the unegmties of the GOSAT observations are
much smaller. As the GOSAT instrument was laundhethnuary 2009, with data available
from June 2009, there is no overlapping betweerettgevals and the MCH4 analyses, thus it
is not possible to report on their level of agreetmelowever, by extrapolating/projecting the
MCH4 output forward, figure 4.6.6 could offer sonmglications on the potential level of

agreement between analyses and observations thad \Wwave likely been good. Using the
same argument, the observation uncertainties wioalg most likely been comparable with
the departures between the observations and thelledCH..

As noted in the case of GQhere are still issues in the GHG system thdtreguire more

work and to be addressed in the future. It is hdpatthese observations in combination with
surface measurements could have the potentialsibey impact future XCh model

outputs.

4.7 Aerosols

A preliminary assessment of the Level 3 (L3) Aetd3GI products was discussed in CMUG
(2013b). That assessment was based on observatidatrnonfrontation of pre-calculated
monthly mean area averaged statistics using a typeoversion of the CMF (see Box A in
section 4.6).

The CMUG (2013b)study focussed on the comparison of the L3 Aer@3plical Depth
(AOD) retrieved from the ENVISAT AATSR measurements 2008 using three
Aerosol_CCI algorithms against their MACC reanayasguivalent. The three algorithms used
were the Swansea University algorithm version 4W040), the Finnish Meteorological
Institute algorithm version 1.42 (ADV142), and gford / Rutherford Appleton Laboratory
algorithm version 1.21 (ORAC121).
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Since the CMUG (2013b) study, the ADV142 dataset extended to span the period from
January 2007 to December 2010, while two new algworiversions (4.1 and 4.2) were
released by the Swansea University. In the lattsecthe version 4.1 scheme (SU41) was
used to retrieve aerosol products for the entire/ T AATSR (Jul 2002 - Apr 2012)
mission; while the version 4.2 algorithm (SU42) wesed to retrieve two test years, 2008
from the ENVISAT AATSR and 2000 from the ERS-2 AT-8Rneasurements. Compared
with SU40, SU41 has a better treatment than SU4€hefcloud-contaminated data over
ocean, though compromises in the ocean model leglirib contamination in the AOD (P.
North, personal communication). The issue with$t&ll glint contamination was improved
in the SU42 ocean model. Over land the two mostnealgorithms (SU41 and SU42) are
equivalent to SU40 (P. North, personal communicgtio

Here, an update of the CMUG (2013b) study is priesenThe focus is on the inter-
comparison of the three SU datasets with the MA@@sol reanalyses for 2008, and the
long-term homogeneity of the SU41 and ADV121 retis.

The analysis performed here confirms that neglgiiol very small differences were found
over land between the three SU datasets (not shovirile measurable differences up to 20%
compared with SU40 are found over the oceans @igui.1). At the longest wavelength
(1610nm), the higher is the SU version number filgbdr is the level of agreement with the
MACC reanalyses. In contrast, at all other wavellendhe level of agreement with MACC
seems degraded in the two newest versions. HowB&E€C 11 (2013) discussed some of
known issues in the MACC aerosol model. For ingammne shortcoming of the model is
related to the representation of sea salt, whielmseo be overestimated (e.g. at 550 nm) and
leads to a high AOD bias in southern oceanic regisee also the right panel of figure 18 in
CMUG (2013b)). The indication from the MACC Il (2B)study is that the 550nm AOD
reanalyses could show a bias as large as 40-60%leveceans. If such a bias was taken into
account, a more realistic AOD mean value at 550ner the oceans could be around 0.1,
which would lead to very small residuals from thé42 dataset.

The SU4.1 product was made available over an egtepériod of time, which covered the
availability of AATSR measurements. In additiong tADV1.42 product availability was
extended from 2008 to cover the period 2007-201hgkterm level of agreement with the
MACC reanalysis was assessed using the CMF amii#base.

Figure 4.7.2 shows the global mean AOD anomalyhat four wavelengths for the two
products. A very small dependence of the global mamomaly is found in terms of
wavelengths. The two products also show variatieitis similar amplitude up to about 15%
of the global mean values.
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Figure 4.7.1 Mean AOD at 550,659, 865, 1610nm k& Aerosol CCI datasets (SU40, ADV121,
ORAC202, SU41, and SU42) retrieved from the 2008 SR\ measurements and their MACC
equivalent averaged over the oceans. The vertiaed bepresent the observation errors of the CCI
datasets.
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Figure 4.7.2 Global mean anomaly for the SU4.liestals (solid lines) and the ADV1.42 product
(dashed lines) computed for the four wavelengtbs Isgend for details).

In the global mean, the SU4.1 and ADV1.42 show Isimievels of agreement at the shortest
wavelengths (550 and 659nm) with the MACC reanalysehought, the latter shows a
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stronger annual variability than the two retrievdigure 4.7.3). In spite of this, the departures
between observations and analyses appear to bé&esthaln the observation uncertainties in
both cases. This is also the case for the comperiab 865nm between the SU4.1 retrievals
and the MACC data.
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Figure 4.7.3 Like in figure 4.6.2, but for the letegm global mean statistics of SU4.1(red linegd a
ADV1.42 (blue lines) AODs. The black lines refetheo MACC AOD reanalyses.

At the longest wavelength (1610nm), the two Aero€&l products show a good level of
agreement in the global mean values, while thgpaderes from the MACC reanalyses are at
best as large as their uncertainties.

The good level of agreement found in the global maiathe shortest wavelengths (seen in
figure 4.7.3) is not confirmed by the averages ®paEcific geographical regions. Figure 4.7.4
shows, as an example, the comparisons at 550nnmugeddover land and oceans (right
panels) as opposed to the global mean time-séekpénel).
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Figure 4.7.4 Time series of the MACC AOD reanays®d the SU4.1 and ADV1.42 AOD retrievals
at 550nm. The statistics were computed for the evhlaibe (left panel), and over Land (top right
panel) and Oceans (bottom right panel).

Over the oceans, the ADV1.42 product shows a hitgesl of agreement with the MACC
reanalysis than the SUA4.1 retrievals (bottom riganel of figure 4.7.4). It was already
mentioned that a number of shortcomings in the rntide produce too high AOD over the
oceans, especially the southern oceans, have teetified (e.g. MACC Il, 2013) where the
MACC reanalyses show an up to 60% positive bias pased to the AERONET
measurements. When such a bias is accounted ®rurbiased mean reanalyses would
probably be in better agreement with the SU4.1 pebthan with the ADV1.42 product. Over
land, the MACC reanalyses are within the obsermatiacertainties for both products.

The assessment of the retrieval uncertainties sgdire observation residuals from the
MACC reanalyses has been extended with the laggst @igure 4.7.5). As done in figure
4.7.4, scatter plots were produced for several iggibgcal areas, and shown for the whole
globe and then for data averaged over the oceahkaad. In the global mean, the observation
uncertainties for all datasets are comparable with corresponding observation residuals
from the MACC reanalyses. This is also the caséHerADV1.42 and SU4.0 datasets when
the averages over land and oceans are consider@ekllaas for the SU 4.1 and 4.2 datasets
over land. In the case of the two most recent Stdsgds, the uncertainties over the oceans
appear to be much smaller than the observatiomualsi. This is also the region where
improvements were implemented in the SU algorithm.
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Figure 4.7.5 Scatter plot of the observation depiaas from the MACC reanalyses at 550nm versus
the observation uncertainty. The black crossesdiathonds and blue triangles refer to the SU 4.0,
SU 4.1, and SU 4.2 data, respectively. The greaarsg refer to the ADV 1.42 AOD data. The left
panel shows all observations for the whole globe;tbp panel refers to the observations over Land
and the bottom right panel to the observations @eeans.

The scatter plots in figure 4.6.5 strongly relytba quality of the MACC AOD reanalyses, as
they are used as a reference. Additionally, as ioeed above, the MACC AODs are found
to have a 60-80% positive bias compared with th@RARET observations over the Southern
Oceans. It is argued that by accounting for sudbiaa over the oceans, the observation
uncertainties would likely be comparable with theservation residuals from the bias
corrected reanalyses. The two latest SU datasstsagipear to be more accurate than the
previous one (SU4.0) over the Oceans. Arguably,MA&C AOD analyses would benefit
from the assimilation of these observations.

4.8 Land Cover

4.8.1 Introduction

Vegetation interferes with the atmosphere and atbarponents of the climate system at the
global scale. The atmosphere-vegetation dynamissaaon linear relationship and any
changes in vegetation immediately lead to changdand surface water, energy and mass
fluxes. Modern Earth System Models require landecamformation for the initialization of
patterns of Plant functional Types (PFT) which ¢mmis many interactive processes. Proper
information on land cover or PFT distribution igtefore crucial for a realistic representation
of spatiotemporal land surface water, energy anolocefluxes.
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The CCI LC project provides novel land cover infatman which differs from the land cover
information currently used in climate models. Thxeatives of the analysis in this study are
in particular to answer the following guiding quess
a. How does an integration of ESA CCI land cover diffact the energy and water fluxes at
global scales?
b. Does the integration of ESA CCI land cover datarmup the skill of MPI-ESM in simulating
present day climate?
c. Isthe usage of ESA CCI land cover data superiompared to the usage of previously existing
land cover products like GlobCover? What is theealdealue of CCI LC?

The assessments in this study were made using esbptmosphere-land) and uncoupled
(land only) simulations. Details of the simulatiegtup are provided in section 4.8.2.

4.8.2 Data and models

4.8.2.1 MPI-ESM and its land surface model (JSBACH)

The model used in the present study is the lanfhseischeme of the MPI-ESM, JSBACH
(Reicket al, 2013). The model is implicitly coupled to thenatspheric component of MPI-
ESM (ECHAM®G6) (Stevengt al, 2013) and simulates all relevant land surfaceew&nergy
and carbon fluxes. The present analysis uses ve?si? of JISBACH which is comparable to
the model version which was used for the Coupledi&iintercomparison Project 5 (CMIP5)
(Tayloret al.,2012).

4.8.2.2 Land Cover in MPI-ESM

JSBACH uses the concept of plant functional typ¥sT() to simulate land surface dynamics.
A PFT represents vegetated surfaces which showmitasidynamics and response to external
focusing like e.g. radiation and precipitation. Ed&FT represents a group of plants with a
similar set of functions and which respond simitaclimate. Thus, PFT’s explicitly take into
account the fact that a certain plant type can oobur within certain climatic limits defined
by upper and lower limits for e.g. precipitationdatemperature. Figure 4.8.1 shows the
distribution of PFT types in JSBACH and their freqay distribution. The distribution is
originally based on AVHRR land cover information.
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Figure 4.8.1: Majority PFT types in JSBACH and tregiea covered

4.8.2.3 CClI precursor and CCI land cover data

Within the project, the 3 epochs of the new CCldl@over data and its pre-cursor product
from the GlobCover project were used to substitiestandard JSBACH dataset of PFTs. To
estimate the PFT fractions from the land coverrmfation provided in either the GlobCover
product or the CCI land cover products, the landecanformation had to be translated into
PFT classes. Details on the method are providedation 4.8.3. The data used for the present
study are summarized in Table 4.8.1.
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d obcover 2005
epoch 2000
CCl Landcover epoch 2005
epoch 2010

Table 4.8.1: Summary of land cover datasets uséukistudy

4.8.2.4 Modd offlineforcing data

JSBACH simulations can be performed either by fagdhe land surface scheme with any
kind of meteorological forcing data (e.g. statioreasurements, reanalysis data) or by
coupling JSBACH directly to a Global Circulation ke (GCM), like ECHAMG6. For the
present study, we use both, coupled and offlineukitions. The latter are forced with
observed meteorological data. This allows for aessment of the direct impacts of CCl land
cover on the land surface’s state, while the calphodel simulations allow to assess the
feedback mechanism to the land surface.

Two different meteorological forcing datasets asedifor the present study, which allows
also to quantify the relative sensitivity of a charin forcing data compared to the change in
simulated climate caused by a change in the lamdradistribution.

WATCH forcing data (WFD) were created in the framework of the WATCH project
(www.eu-watch.org) and are documented in Weedoal.e(2011). The data set is
available at 0.5° spatial resolution and sub-dtitye steps and is based on ERA40
reanalysis data (Uppakt al, 2005). An extensive post-processing was conduicie
which the data were interpolated to a rectangulaf @esolution grid and elevation
corrections as well as undercatch corrections fecipitation and snowfall were
applied.

CRU NCEP forcing data: The CRU/NCEP forcing dataset is a combined datasme the
NCEP reanalysis (Kalnagt al., 1996) and the station data based of land surface
precipitation and temperature data of the UniversitEast Anglia Climate Research
Unit (CRUY..

4.8.3 Methods

4.8.3.1 Integration of ESA CCI data

The JSBACH input PFTs were derived from ESA CCllaover classes using the general
scheme described by Poultral (2011). The procedure of Poulter al. (2011) has been
adapted to enable conversion of GlobCover and GCinformation into JSSBACH specific
PFT fractions. The general preprocessing stepsuimed in Figure 4.8.2 and comprise the
regridding of the data, the splitting and reassigniof land cover classes into PFT classes as
well as the combination with ancillary climate datadelineate tropical and extratropical
PFTs. Figure 4.8.34.8.3 shows the results of tmy@sion procedure for CCI LC as well as
the difference between the resulting PFT distrdmsi

® http://www.cru.uea.ac.uk/data
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Figure 4.8.2: Schematic representation for the @son procedure as performed for MPI input
generation. The main part of this is adapted frooulker et al., 2011. Main modifications are made to
satisfy JSBACH input specific. File conversion agdregation: a) Convert from TIFF to netCDF
format; b) Tile by type. Reducing resolution tox0.5 (in order to apply other satellite datasets fo
further conversion, e.g. KG Biomes classificatigrReclassification (slightly modified schema by
Poulter et al., 2011); ii) reduce to general tygéwest, herbac, crop); iii) apply biome mask (Gita
classification) scale not used types (e.g. anthvagter on land); iv) regrid to Model Resolution @)6
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Figure 4.8.3: The differences in the main PFTse-dlim of similar functioning (up to down)
forest, grasses, shrubs and bare areas. On théefthe ESA CCI PFTs, on the middle- the
JSBACH original, and on the right side — the absoMlifferences
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4.8.3.2 Experiment setup

A multitude of experiments was conducted to assies<effect of the ESA CCI land cover
dataset in the MPI-ESM. Coherent simulations weredacted using the original JSBACH
PFT maps, GlobCover as a CCI precursor as welbts fdom all 3 epochs of the ESA CCI
LC dataset. Table 4.8.2 summarizes all the experisneThese comprise coupled (land-
atmosphere) simulations as well as offline (lantdfpsimulations with two different forcing
datasets. While the coupled simulations quantify éffect of the different land boundary
conditions on climate simulations, the offline siations allow one to assess the effect on
biogeophysical variables only without feedback frtime atmosphere. Using two different
forcing datasets allows further to quantify theatiwke importance of the forcing data
compared to the land-boundary conditions.

WFDEI - REF WFDEI JSBACH 1979- 2000
WFDEI - GCV WFDEI d obCover 1979- 2009
CRU/ NCEP- GCV CRU/ NCEP d obCover 1979- 2009
WFDEI - CCI 2000 WFDEI ESA CCl Epoch 2000 1979- 2009
WFDEI - CCI 2005 WFDEI ESA CCl Epoch 2005 1979- 2009
WFDEI - CCI 2010 WFDEI ESA CCl Epoch 2010 1979- 2009
ECHAMG- REF coupl ed Ref erence 1979- 2009
ECHAMG- CCl coupl ed ESA CCl Epoch 2010 1979- 2009

Table 4.8.2: Overview of MPI-ESM experiments

4.8.3.3 Modd benchmarking

To provide an independent assessment of the gu&litile obtained simulation results, an
independent model benchmarking is performed by evmg the model simulations against
independent observations of surface radiation 8ua® well as near surface temperature data
(2m). Table 4.8.3 provides an overview about uskeservational datasets to evaluate the
model performance. As a major model skill metricwge a temporally and spatially weighted
root mean square difference (RMSD) statistic basechonthly input data as (Gleckler al,
2008):

E3 — :‘?ZZZH,‘:{EJ& TR }: (4.8.1)

whereW is the sum of the weightg which account for the different area sizes of aehgrid
cell as function of geographic longitude and latéuf,j dimensions) as well as different
length of the monthst (dimension). A relative performance metric is dedirte enable
comparison of model simulations against observatexross different variables. For a given

variable a typical model erré?’ is defined as the median of all RMS error estiméiesll
models {+). The median value is used to minimize effectpatential outliers. The relative
model error £« ) for a particular model is calculated as
pr, E—E
E (4.8.2)
For each observational dataset, one obtains avelaeasure to contrast a model against all

other models as well as an average madet {¥}), where brackets indicate the expectation
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operator. For example, &'+ has a value of 0.3, then the RMS error of the rhisd@0%
higher than on average.

Results are illustrated in a portrait diagram, finstoduced by Gleckleet al (2008) Figure
4.8.4). Rows in this diagram correspond to diffei@NIP5 models and columns to different
variables. The value of the relative model ski)l iQillustrated in triangles, where the position
of each triangle corresponds to a different obsemal dataset. The advantage of this
diagram is that it allows to directly compare te&tive performance of the different models,
but also to take into account uncertainties fromdiiferent observational dataset. If a model
is superior to the average model for all observaialatasetf = < 0), then it is a robust
indicator for a good model performance. In confrésé model shows positive as well as
negative deviations from the mean model, then @nisndication that the uncertainties in the
observations are probably larger than the actuahten of the model to the observations.

MPI-ESM-LR-historical

NSIDC_RAW

4-historical

sealce_extent

~0.10-0.08-0.06-0.04-0.02 0.00 0.02 0.04 0.06 0.08 0,10

IFREMER

Figure 4.8.4: Example of Portrait diagram (rows=n®ts, columns = variables, triangles=skill score
for different observational datasets)

Vari abl e Observation Dat a provi der
MODI S v05 NASA

Sur f ace al bedo CLARA SAL CVBAF, EUMETSAT
d obal bedo ESA

Sur f ace CERES v2.7 NASA

downwel I ing solar SRB v3.0 NASA

radi ation fl ux | SCCP NOAA

Surface sol ar CERES v2.7 NASA

upwar d f 1 ux SRB v3.0 NASA
WATCH EU FP7

2m t enperature NCEP NCAR
CRU 3.0 Uni versity of

East Anglia

Table 4.8.3: Variables and observational dataseisdufor independent model evaluation
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4.8.4 Results

This section provides a very condensed overviewathe results obtained and is guided by
the major research questions formulated in seeti8ri.

4.8.4.1 Impact of CCI land cover data on surface water and energy fluxes

How does an integration of ESA CCI land cover data affect the energy and water fluxes at
global scales?

The impact of the integration of the ESA CCI datasto the MPI-ESM was evaluated by
first investigating the impact of a change in tHeTRlistribution on biogeophysical surface
parameters and associated land surface fluxes. Wéssdone using the offline simulation
experiments and compared results from the followsimgulations: WFDEI-REF, WFDEI-
GCV, WFDEI-CCI 2005, CRU/NCEP-GCV. The analysis wamducted for 19 different
land surface variables and fluxes. The climatolaiginean fields were analyzed on monthly
and seasonal timescales and absolute and relatigeedces were estimated to investigate in
which cases the difference land cover datasetdtresulifferent land surface conditions.
Figure 4.8.5 shows example maps of relative diffees between two simulations for leaf
area index and evaporation.

Results for all land surface variables are sumredrin Figure 4.8.6 which shows a summary
of the global relative differences for all investigd variables. The relative differences are
illustrated in Violin plots which illustrate the qivability density of the different relative
differences as well as the median and inner qeawdihges of the data.
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Figure 4.8.5: relative differences between CCI &idbcover for
a) leaf area index and b) evaporation
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Figure 4.8.6: Violin plots of relative differencEs investigated parameters between a) WATCH and
CRU forcing data (for GCV), b) CTRL and GCV, c) CTd CCI, d) GCV and CCI, e) CCI2000 and
CCI2010. The Violin plots illustrate the data déydor the different relative difference valuesxBo

plots indicate the median value and the inner glearange of the data

The Violin plots illustrate clearly where largefffdrences exist between the different model
simulations for all investigated variables. Largdi$ferences are obtained for the comparison
of the WATCH forcing and CRU/NCEP forcing basedadats. Major differences for all
investigated variables are observed. In contraahgimg the land cover information results in
much smaller differences. The differences betwberdTRL simulations and the simulations
using GCV or CCI land cover information are mostevant for leaf area index, snow
fraction, transpiration, runoff and net carbon iagsition.

Independent evaluation

An independent evaluation of the model experimems conducted for surface albedo,
surface solar downward radiation flux (SIS) and (tteflected) surface upward solar radiation
flux using independent observational datable 4.8.3. The relative model skill score for
surface albedo using the ESA Globalbedo dataset eference is shown iRigure 4.8.7:
Relative model skill score for surface albedo comgao ESA Globalbedoalt illustrates that the
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usage of ESA CCI land cover data results in surbdlbedo estimates which have an RMSE
which is ~2.5% lower than the average RMSE. Thatiked improvement compared to

Globcover is in the order of 7%. Largest RMSE isawed for the simulations using the
CRU/NCEP forcing data. However, one needs to emphaisat the global skill score is only

a first indicator for model performance and a thigto analysis of the regional and temporal
pattern of the differences between models and whBens is required.

relative model error: ALBEDO

10

ofe [%]

-10

ensmean_albedo |-

CRUNC_GCV albedo

WATCH_GCV albedo |---
WATCH_CCIO5 albedo}---
WATCH_CCI10 albedo|---

WATCH_CTRL albedo|---
WATCH_CCI00 albedof----- -

Figure 4.8.7: Relative model skill score for sudadbedo compared to ESA Globalbedo

The complete relative model skill score results imstrated inFigure 4.87. These indicate
largest errors for the CRU/NCEP based simulatidmsgeneral, the usage of CCIl dataset
results in a slight improvement compared to thegesaf Globcover or the reference
simulations (ctrl). It needs to be however empteasithat the mean of all experiments (mean-
model) outperforms all other experiments and tlmat differences between the different
observational datasets result also in a differesdehranking.
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CRUNC_GCV-landcov_cruncp_gowD02

WIATCH_GCV-landcov_watch_gow002

WATCH_CTRL-landcov_watch_ref002

WATCH_CC100-landcoy_walch_cci_epoche2000

WATCH_CCI05-landcov_watch_cci_epoche2005

WATCH_CCI10-landcov_watch_ccl_epoche2010

mode|_mean

albedao sis surface_upward_flux

HE '

-0.10 —0.05 0.00 0.05 0.10

SIS
SURFACE_UPWARD_FLUX

ALBEDO

CERES2.7

SRBv3.0
GLOBALBEDO-DHR

ISCCP
GLOBALBEDO-8

CERES2.7

cLarasal SRR

Figure 4.8.8: Relative model skills for the diffierénvestigated surface radiation flux components.
Relative model performance compared to the mediaemA value of 0.1 corresponds e.g. to a 10%
worse skill than on average.

4.8.4.2 Impact on coupled climate simulations

Does the 1integration of ESA CCI land cover data improve the skRill of MPI-ESM in simulating
present day climate?

To evaluate the impact of CCI land cover and Glekcmn the MPI-ESM simulated climate,

coupled simulations were performed and evaluatetyudifferent observational records. The
comparison with global temperature datasets wa® donland surfaces only. Figure 4.8.9
shows an example of the absolute and relative teatype differences of the models

simulations with/without CCI data as compared te @RU land surface temperature. Only
very minor differences are observed in the tempmen air temperature fields. However, the
differences are changing throughout the year, wisctaken into account when calculating
the model benchmarking skill score (eq. 4.8.1) idastrated in Figure 4.8.8.
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Figure 4.8.9: Climatological mean land surface temgiure fields for CTRL simulations (a) and
simulations using ESA CCI land cover data (b) amgared against CRU 2m temperature data.
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Independent evaluation

Figure 4.8.10 shows the relative skill score diagfar the coupled model simulations. In
addition to the aforementioned surface radiatiamxdk, the surface temperature can be
analyzed in coupled simulations. Overall the experit with the ESA CCI land cover data
(ATM_CCI010) shows a slight improvement compared th@ Globcover and control
simulations. The differences are however in theeordf 1.5% ... 3%. It needs to be
emphasized that this difference is not expectebetatatistically significant as the internal
variability within the model is still rather largd&he CCI based simulation also shows a
coherent improvement in the surface solar radidfion for all observational datasets. These
differences are however also small.

ATM_CCI010-landcoy_atm_cciD02

ATM_GCWV-landcov_atm_gov002 > ‘
ATM_CTRL-landcov_atm_ref002 ' ><

albedo sis  surface_upward_fitarnperature

maodel_mean

-0.10 —0.05 0.00 0.05 0.10

TEMPERATURE

Figure 4.8.10: Relative model skill for coupled rabsimulations. Legend is the same as for offline
simulations (Figure 4.8.), except for temperature.
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4.8.4.3 Overall summary and conclusions

Is the usage of ESA CCI Lland cover data superior compared to the usage of previously
existing land cover products Like e.g. ESA GlobCover? Added value of CCI LC?

The major results of the conducted experimentseasummarized as follows:
% The usage of different state-of-the-art meteorological forcing datasets (WATCH, CRU/NCEP)

results in the largest differences of land surface variables and fluxes. The usage of the forcing
data is thus of a much higher relevance than the replacement of the land cover information.

+*» The usage of CCl land cover data results in significant changes for important land surface
state variables compared to the CTRL simulations.

+» Differences between ESA CCl land cover and it’s precursor product (Globcover) are smaller
than the differences between the CTRL land cover and the ESA CCl land cover.

+»*» The differences between the different ESA CCl epochs are marginal compared to the impact
of changing from the CTRL land cover to the CCl land cover or considering the much higher
sensitivity to the forcing data used.

+* Using CCl land cover data results in slightly improved skills in simulating surface albedo as
compared against different observational surface albedo data products. The relative
improvement is in the order of 2.5% ... 7%.

+»* Using CCl land cover data slightly improves the skill in simulating global land surface 2m
temperature. The relative improvement is of the order of 1.5% ... 3% as compared against
different observational datasets.

It 1is however emphasized that the coupled model simulations include a Llarge degree of
internal variability and that the statistical significance of the temperature simulation
Skills are marginal compared to the internal model variability.

49 Fireburnt area

The burned area fire CCl dataset is assessed by @MY prescribing it as &oundary
conditionin a global dynamic vegetation model (JSBACH) a#g pf the MPI Earth System
Model (MPI-ESM). The assessment has been doneanpitecursor dataset (GFEDv3, Giglio
et al. 2010, van der Werf et al, 2010) coveringttimee period 1997 to 2010 because the CCI
dataset was not available at the time this repag written.

4.9.1 Firein the Earth System

Fire is an important Earth System process, whicpaicts climate via multiple pathways,
including atmospheric chemistry, aerosols, glolegjetation patterns, land surface albedo and
the carbon and nutrient cycles. At the same timesfiare controlled by climate and the
frequency of fires is expected to increase witlufgitclimate change. As such, fires form a
complex feedback cycle in the Earth system whichemgally forms an important
contribution to the climate sensitivity of the HaiBystem. The net effect of fires on the
climate system remains unclear as depending oprtieess fires can cool or warm the Earth
System (Bowman et al, 2009).
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49.2 Firein MPI-ESM

Within JSBACH fire is an important perturbation tl@pacts the vegetation distribution and
the carbon cycle. Fires are in the standard seétdBBACH simulated dynamically with a fire
algorithm of intermediate complexity. Long termedbiie observations allow for the first time
to prescribe burned area as a boundary conditiom ghobal vegetation model. While this
improves the representation of fires in the ESMpli@sent day conditions it also allows to use
the vegetation model to translate the satelliteivddr burned area information into fire
emissions of trace gases and aerosols.

To simulate the impact of a fire on the carbon eybke amount of carbon emitted from fires is
parameterized as a function of the burned areatlamdvailable fuel load simulated in the
vegetation model. Together with land cover dependamission factors, derived from
observational data reported in the literature, dimulated carbon emissions can be further
related to trace gas and aerosol emission (Fig@ré )}

* Combustion Completeness

a C - Emissions > Trace Gas Emissions
- [ [gC/(m2year)] ] [ [glspecies]/(m2year)] ]

* Emission Factor
Figure 4.9.1: The conversion of burned area reported in the @@tiaset to the emissions of trace
gases in the global vegetation model JSBACH.

Burned area
[m2/year]

4.9.3 Prescribing satellite fire productsin MPI-ESM

To assess the impact of the fire CCI dataset on-l¥#8NI, an interface was developed which
allows burned area to be prescribed from an extelata source in the model as a boundary
condition, instead of simulating it interactivelyhe interface is combined with a pre-
processing procedure that converts the input aetaa format suitable for JSBACH. As the
definition of land and ocean boundaries typicaliffed between models and satellite data
products, the interface includes a consistentrtreat of the land-sea mask in the input data as
well as in the JISBACH model.

As a precursor dataset for the fire CCl the Gldbe¢ Emission Database (GFED, version 3)
was chosen (van der Weat. al., 2010, Giglioet. al, 2010). GFEDv3 reports burned area for
the time period 1997 — 2010 on a monthly basis wisipatial resolution of 0.5 x 0.5 deg. For
the application in JSBACH the burned area was nappehe current model standard grid
resolution of T63 (~1.8 x 1.8 deg).

Spin-up procedure

As the carbon cycle is characterized by long timakes; such as the carbon uptake in the soil,
vegetation model simulations require long spin-epqas before an equilibrium state in the
carbon cycle is reached. Equilibrium states areicty achieved for pre-industrial
conditions, after which the transient behaviourtlod natural system is accounted for, to
derive present-day conditions that are comparabpedsent-day observations.
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Long term satellite based burned area productshdwever, not represent the timescales
necessary to cover observed fire frequencies dioldabme biomes can reach up to one fire
occurrence in one thousand years. This informatphowever, required to bring the model
into an equilibrium state. To overcome this limaatwe followed the same approach as in
van der Werf et al. (2010) to extrapolate the §tddbased observed burned area for the time
period 1997 to 2010 further in space using a regdiprspecific tree cover depending on the
remapping procedure, to derive a climatological mearned area dataset based on present
day satellite observations. This climatological mdairned area was used in the spin-up
procedure of the vegetation model for climate cbods representative for the 1850s as well
as in the following transient simulation up to trear in which satellite based burned area data
becomes available (1850 -1996).

Fuel consumption

To parameterize carbon emissions from fires, séwmsumptions have to be made to relate
the simulated fuel load in the vegetation modehw satellite based observed burned area. A
vegetation model simulates vegetation biomassringeof the biomass carbon content. The
carbon uptake of plants through photosynthesis liscaied to the biomass, which is
distinguished into different strata: wood, greemponent of living biomass and litter. The
vegetation model, thereby distinguishes betweenplint functional types summarizing
different vegetation classes.

Fires lead to combustion of biomass with a carled@ase to the atmosphere. Not all biomass
affected by a fire is combusted in a fire. Parth& living vegetation is resistant to fire, i.e. it
is not affected at all by a fire. Another part getked during a fire but is not combusted. The
biomass of the killed vegetation is converted friiming biomass to dead biomass. In the
model this is accounted for by a PFT-dependent cstidn completeness factor and a fire
mortality. In the present study we tested two ftmhsumption approaches (Table 4.9.1): (i)
fuel consumption of the standard interactive firedel of JSBACH, (ii) fuel consumption
parameterization closely following the approachcdbesd in van der Werf et al. (2010).

Burned area distribution among the different PFTs

GFEDv3 provides in addition to the satellite babedned area dataset information on how
much of the burned area was observed in tree coveggons and how much in grass covered
regions. This information is utilized in the model distribute the burned area among the
different PFTs present in a grid box. The PFTsrithigtion in a grid box is prescribed in
JSBACH using a landcover distribution map as bomndsonditions. The information
presented in GFEDv3 is based on an overlay of VGangen et al. 2003) and the observed
burned area. Uncertainties in the VCT fields ad waslin the land cover information might
lead to a mismatch between forest or grass firpsrted in GFEDv3 and actual available
forest or grass areas presented in JSBACH. In tbases the burned area in the model is
attributed first to the vegetation type as repoite66FEDv3 and if the area is not sufficient
the remaining area is distributed equally amongvbgetation types representing the other
class.
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In the present analysis we further tested, theceti€including pasture in the burned area or
not (Table 4.9.1). If pasture areas are excludenhffires the area reported as grass areas in
GFEDv3 exceeds in some regions the available gnassin JSBACH. In these cases forested
areas are burned instead. If pasture, howevellpised to burn, the grass plus pasture area in
JSBACH is sufficient to account for the grass firegorted in GFEDv3 in almost all regions.
In additional experiments we did not use the blassinformation in GFEDv3, but distribute
the burned area equally among all PFTs presentgndabox, to demonstrate the impact of
including this additional satellite based observai record into the overall assessment
(Table 4.9.1).

Experi | Fuel Pasture | Burned Fire Burned Burned Area| Burned
ment | Consumpt| Burning | area Carbon area Shrub Land| Area
ion distributio | Emissions | Forest [Mhal/year] | Grassland
n [PgClyear] | [Mhalyear] [Mhalyear]
EXP1| JSBACH| Yes Equally 3.85 171 83 191
EXP2 | JSBACH| No Equally 3.80 310 186 52
EXP3 | GFEDv3| Yes Equally 2.71 171 83 191
EXP4 | GFEDv3| No Equally 2.04 310 186 52
EXPS5 | JSBACH| Yes GFEDv3 3.01 80 41 283
EXP6 | JSBACH| No GFEDv3| 2.71 143 72 219
EXP7| GFEDv3| Yes GFEDv3 2.14 80 41 283
EXP8 | GFEDv3| No GFEDv3| 1.54 143 72 219

Table 4.9.1Different experiments performed for the currentlgsis. The different experiments make
different assumptions about the fuel consumptioarpaterization: (i) using the standard JSBACH
parameterization (ii) using a similar approach gspéied in GFEDv3; different assumption on
whether pasture is allowed to burn (Yes), or nai){Mnd on the distribution of the burned area
among the PFTs present in one gridbox (equallyresgribed according to the satellite based
information provided with GFEDv3. The fire carbamissions are global averages over the time
period 1997 — 2010.

4.9.3 Results

While all experiments use the same climatologicabmburned area as boundary condition
and the same climatological forcing, the differassumptions on burned area distribution
among the PFTs, the different fuel consumption ipatarization, as well as the inclusion or
exclusion of pasture burning leads to distinct ed#fhces in the simulated fire carbon
emissions.

Grassand forest fires

The distribution among the different PFTs depemdthe JSBACH model on the prescribed
land cover map. The land cover map, thereby, cleang time in accordance with land use
change. In the present study land cover changeescpbed annually following Hurtt al
(2009). Furthermore, differences in the distribatiof the burned area among the PFTs
(equally or in accordance with GFEDv3) lead toféedent share between grass or forest fires.
The resulting burned area in grass covered andstfarevered regions for the different
experiment is shown in Figure 4.9.2.
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Figure 4.9.2: Global annual burned area for thefelient experiments (see Table 4.9.1) in grass and
forest covered regions. Exp3, Exp4, Exp7, and Exp&ot shown. For these experiments the burned
areas in grass and forest covered regions are idahto Expl, Exp2, Exp5 and Exp6, respectively.
Note, that the total global burned area (grass ghu®st) is identical in all Experiments.

In case the burned area is equally distributed gntbe PFTs present in one grid box (Expl
and Exp2) the burned area in forested regions amgass covered regions is very similar on
the global annual mean (between 180 and 200 Mhpasture is allowed to burn (Expl) the
share between global annual burned area in foresgeass covered regions remains almost
constant between 1850 and 1996. If pasture is howved to burn (Exp2), however, the
burned area in forested regions strongly increateden 1850 and 1996 as with increasing
land use change more grass areas are convertedrogoor pasture and therefore are not
available for burning anymore. The increase in dbrres is thereby accompanied by a
decrease in grass fires. If the burned area igiltlistd among the PFTs following the
information of grass versus tree burning providgedsl-EDv3 (Exp5, Exp6) the global annual
burned area in forested regions is much smallerpemed to the experiments in which the
distribution is done equally among the PFTs preseatgridbox (~80 Mha compared to ~180
Mha for 1850). This implies that a simple assuoptdf an equal share of the burned area
among the vegetation types present, strongly otierates the burned area in forested regions
and subsequently underestimates the burned aremass regions. If pasture burning is
allowed in the model (Exp5) the burned area in dorand grass covered regions stays
constant between 1850 and 1996. If pasture areab@wvever, excluded from burning (Exp6)
the forest burned area increase between 1850 &9l di%the expenses of grass fires, which
decrease. This is again related to land cover @angich converts mainly grass areas into
pasture and crop areas and thereby reduces tha\aiable for grass fires.

In reality land cover change impacts the total bdriarea and not only the share between
forest and grass fires as in our experiments irckvine prescribe a constant climatological
mean burned area. The change in burned area avéidtorical period is still very uncertain
and can not be derived from observational dataeatima global scale. Available historical
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burned area information does, however, suggesiptieaindustrial fire occurrence was higher
due to less anthropogenic controlled land surféekslon et al., 2013). For the present study
this is not accounted for.

Global annual mean fire carbon emissions
Figure 4.9.3 shows the global annual mean firearadmissions as simulated for the different
experiments for the time period 1850 to 2010. Iditwh a zoom into the observational time
period 1997 — 2010 is shown and compares the erpats that allow pasture to burn to
values reported in the GFEDv3 database.

The experiments using the standard JSBACH fuelwopsion parameterisation (Expl,2,5,6)
shows in general higher fire carbon emissions thanone following the GFEDv3 approach
(EXP3,4,7,8). If pasture is allowed to burn the bcar emissions are higher than in
experiments in which pasture is not allowed to bigempared Exp 2,4,6,8 with Exp 1,3,5,7
respectively). In case the burned area is disetb@tgually among the PFTs present in a grid
box the fire carbon emissions are higher compavetid distribution following the GFEDv3
approach (compare Exp1,2,3,4 with Exp5,6,7,8, icspdy).

For the present day period the simulated carborssams for the different experiments fall

around the ones reported in the GFEDv3 databasde \ile experiments using the JSBACH
standard fuel consumption parameterization (Expd Bxrp5) show higher values than the
GFEDv3 estimates, the experiments using the GFEIDeB consumption parameterization

show lower values. The Exp7 is from the simulatstup the one closest to the GFEDv3
approach using the same burned area, the samibutistn of the burned area between forest
and grass covered regions and a similar paramatiernz for the fuel consumption. On

average Exp7 experiment results in 2.1 PgC/yeareelseGFEDV3 reports 2.0 PgCl/year. The
interannual variability in the JISBACH experimentgdan the carbon emissions reported in
GFEDv3 follow each other very closely, as it isgkly controlled by the underlying burned

area dataset. However, the drop in carbon emis$ionsthe peak in 1997 to a minimum in

2000 is less pronounced in the JSBACH experimeatapared to GFEDv3. The spatial

variation of the fuel load thereby partly uncouptlles global burned area variability from the
variability simulated in the global fire carbon esions.
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Figure 4.9.3: Global annual mean fire carbon enussi for the different experiments (see Table 4.9.1)
for the time period 1850 to 2010 (left) and a zdonselected experiments into the timeperiod 1897 t
2010 in comparison to the values reported in GFEDv3
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Figure 4.9.4 shows the global distribution of ti@al mean fire carbon emissions averaged
for the observational period 1997 to 2010 as regorh GFEDv3 compared to the Exp7.
While the global totals are relatively similar, thapatial distribution shows distinct
differences.

GFEDv3

Carbon emissions [gC/m’ /year] Carbon emissions [gC/m” /year]

Figure 4.9.4: Annual mean fire carbon emissionsraged over the time period 1997 to 2010 as
reported in GFEDv3 (left) compared to Exp7 (right)

Exp7 shows lower values over Southern America, edmrcentral Asia and Northern
Australia show higher values.

4.9.4 Ssummary of results

In summary, the implementation of the satellitedsaburned area product allows to relate
burned area to the emissions of carbon from finés the atmosphere. These build valuable
boundary conditions for atmospheric chemistry aesol studies. So far burned area was
used as boundary condition in a global vegetatiadehonly in the GFEDv3 assessment,
which applied the CASA model. Here, we use a difikrmodel (JSBACH) in a similar
approach to analyse the impact of the driving \etg@t model on the resulting fire carbon
emissions. We performed a range of sensitivity arpents to test different parameterizations
for fuel consumption and different assumption ow ho distribute the burned area among the
vegetation types represented in the vegetation m@iesrall we find a large range in fire
carbon emission for the time period 1997 to 2010tle different experiments performed
(1.54 to 3.85 PgClyear). The experiment closestht® setting applied in the GFEDv3
assessment leads globally to very similar annua @arbon emissions (2.0 PgClyear
compared to 2.1 PgClyear). Of uttermost importaiscehereby the information on the
vegetation types that burn, which is provided tbgetwith the satellite based burned area
product. Without this information the burned areadhe model has to be equally distributed
among the present vegetation types. As a resulfirthearbon emissions are overestimated
globally by 28 to 40%.

The modelling framework outlined above has beerupah such a way that the burned area

boundary dataset can be easily changed and wipp&ed to the CCI fire product as soon as
it becomes available.
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5. Summary of assessmentsfrom a climate modelling per spective

A selection of CDRs from the CCl ECVs have beerepehdently assessed by the CMUG
and reported on here. Comments on the integrityhef data are provided as well as a
scientific evaluation. The latter has been doneairous different ways as listed in Table 3.2.
Here we summarise the key points from the assedsrge®n in the previous sections.

An assessment of both ARC and CCl ATSR SSTs arevrsty comparison with in-situ
observations (drifting buoys) and MW imager datat tthe ARC SST biases are still slightly
superior when compared to the CCl SSTs. However differences are small and the
advantage of having a common processing with thelRR SST data to extend the coverage
of climate quality SSTs in time and space is amathge. It is hoped the (A)ATSR CCI SST
product will reach the ARC standard in phase 24s ltecommended that the CCI SST be
considered for use as input to a climate qualityf @8alysis (e.g. HadISST) which is then
used in climate model runs and atmosphere or ommmalyses. The uncertainties provided
with the SST product are reasonable but there apesdor improvements in the phase 2
update.

The assessment of the CCl ocean colour datasetsessed through assimilation over the
period 1997-2012 and compared with the GlobColataskt for the same period. At this
stage it can be concluded that both the CCl and@Giour data sets are suitable for data
assimilation in ocean biogeochemical models, bitheehas yet been definitively shown to
be superior to the other. There are small improvesmim the coverage of the CCI data. The
observation uncertainties provided with each datavere used by the quality control, but not
used in the assimilation itself to weight the oliadons. However, the system could be
developed to make further use of this informatiophase 2.

The SSH dataset assessment was for a regionallysesaising the example shown for the
Mediterranean Sea where it is planned to use ttee afahe HyMeX observing campaign in

the next few years to allow more detailed validatmf models and satellite datasets. A
confrontation with tide gauge-derived mean seallexer the Mediterranean Sea also
illustrates that the sampling of in-situ observasianight be a key issue when comparing
these data to satellite-derived products.

The CCI cloud data sets were compared with otheellisa cloud datasets and also the
HadGEM2 climate model. Generally the CCI data uesimates cloud amount over the
global oceans at all latitudes. High-level cloudimglerestimated over land for both the tropics
and mid-latitudes, while low-level cloud is unde¢mested over the key areas of marine
stratocumulus in the sub-tropics. A large unrealishderestimate of thin cirrus cloud was
also noted. Hence the current version of the CQUictldataset does not provide added value
compared to ISCCP (or similar precursors) in respéccloud coverage. It also contains
discontinuities in all of the cloud amount prodycteking comparisons with models of little
value. Other parameters of interest, specificdlyd liquid water and cloud droplet effective
radius have been assessed and compared with natklsther products. It is interesting to
note the cloud LWP values agree quite well with &M/l LWP values even though the
physical measurement is quite different. The cldump effective radius measurements from
the CClI dataset provide drop sizes somewhat ldhger other satellite estimates. This appears
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to be due to the retrieval methodology rather tthendata itself. At present it is not possible
to determine the value of the CCI clouds produstscfimate model evaluation. Clearly more
work needs to be done: (a) within the CCI teanifiteeunderstand the precise reasons for the
differences with other well-established data seis to improve the CCI products (e.g. the
cirrus detection); and (b) in conjunction with theodelling community to ensure the CCI
clouds project delivers products that are bothulsafid add value to those currently being
used for model evaluation and development studies.

As far as the ozone ECV is concerned, the conftimmavith model simulations, in particular
those that are nudged towards, or assimilatingraihservational products, confirm that the
CCl ozone products are suitable for model intercamspns and data assimilation
applications. This is in agreement with the ECMWiSessments of the ozone CCI products
reported in CMUG (2013b). The uncertainty estintet@ains a challenge. One way to make
progresses on this issue could be to generalizenteeeomparison of observational products
including satellite-derived, in-situ data derivedanalyses and mixed products, through an
international effort equivalent to what is donehaitthe context of Model Intercomparison
Projects (MIPs).

Monthly mean XCO2 and XCH4 data retrieved with salealgorithms from the
SCIAMACHY and GOSAT measurements were compared Mi#CC model outputs using
the CMF. It was noted that because of large biasése MACC atmospheric reanalysis of
XCO2 and XCH4, model outputs from two experimeffitaecasts runs that used optimised
CO2 and CH4 fluxes were also used. The XCO2 redlsegshow a mean annual growth that
seems to be largely consistent with that obtaimeth findependent sources (e.g. the NOAA
ESRL data). The datasets retrieved from SCIAMACHMd GOSAT measurements
generally show a good level of agreement in terimh® annual cycle and the amplitude of
the carbon dioxide changes, as well as the obsenvaincertainties, particularly in the
northern hemisphere extra-tropics. In the tropied southern hemisphere extra-tropics, the
level of agreement between observed and modelledisldaampered by a number of issues
and shortcomings. It was mentioned that inter-hphaesc differences could be associated
with less reliable Cofluxes in these regions caused by a much moressmdrserving system
than in the northern hemisphere. One inconsistemtiye MACC system is the fact that two
different transport models are currently used m flax inversion system and in the forward
simulation done by the IFS. This error can be estmted in regions of sparse data. Finally,
comparing pre-calculated averages is not idealraaygl lead to misleading results in regions
where observations and model exhibit very diffe@nterage or in aerosol and cloud affected
regions. The SCIAMACHY XCO2 uncertainties were naliy found as large as or larger
than the residuals between the observed and mddéli@02. In contrast, the GOSAT
uncertainties appear smaller than the observagpardures from the model. ###to here##

The GHG_CCI methane retrievals were also comparéth e MACC atmospheric
reanalysis of Ckland with an additional forecast run output thaaduthe MACC optimized
CH, fluxes. As these CHfluxes were obtained in both cases using the SABMY data,
the comparisons cannot provide an independent ssases for its retrievals. During the
period of overlap between SCIAMACHY and GOSAT, addevel of agreement was found
among the various products, especially the WFMDABGACHY CH4 and the two GOSAT
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datasets. The IMAP retrievals showed larger vathas the other three products, particularly
in the tropics. The SCIAMACHY uncertainties wereufad much larger than those in
GOSAT, most likely a consequence of instrument atteristics and design. The WFMD
product for SCIAMACHY CH4 is characterized by a dad increase in the observation
uncertainties in 2005 (likely related to the 20@8edtor degradation) not seen in the IMAP
equivalent. The latter also seem to be sporadicdibracterized by very large uncertainties.
Understanding the reason for these large valuasresgan assessment of the uncertainties at
pixel level.

An assessment of the aerosol products was presenteMUG (2013b) using the datasets
generated for 2008 with the three main AATSR alyons. Since that report, the ADV1.42
dataset was extended to cover the period 2007-24i1ife same time, two new versions of
the Swansea University algorithm (SU) were releasgd improvements over the oceans.
The first version of these two (SU4.1) was alsaduseproduce a decade of AOD data. Here
an update of the CMUG (2013b) report has been ptedewith a focus on these new
products. An assessment of the long-term retriamaimalies at various wavelengths for the
ADV1.42 and SU4.1 products did not highlighted pafar problems and inconsistencies.
The analysis of the 2008 retrievals at the fourmveavelengths showed that the two new SU
products are characterized, on average, by sligbtler AOD values over the oceans, thus
increasing their departures from the MACC AOD rdgses. This is also confirmed by the
comparisons over the two extended periods. Oveéhedlcomparisons would suggest that the
ADV product is the one that shows the higher lefedagreement with the MACC reanalyses,
particularly over the oceans. However large biasese found in the comparisons of the
MACC output with the AERONET observations that wibslggest a much higher level of
agreement between the most recent SU observattmhtha MACC reanalyses if the bias in
the reanalyses was accounted for, and thus anlbwvepaovement of the latest SU products.
It is understood that the SU4.2 dataset represeritsther improvement of the SU4.1 one.
Based on these considerations the SU4.2 data cpatdntially lead to substantial
improvements in future reanalysis productions.

For the surface datasets (e.g. land cover and tive)assessments are direct comparison
between the model and new satellite derived fieldbjch provide model boundary
conditions, and involve exploring the reasons foe differences and impacts on model
simulations. The performance of the climate modghwhe new boundary conditions for
example to show the changes in the carbon emissiande used as a way to assess new
surface datasets. It is critical here that allghgace variables are consistent with each other
between datasets as the model will struggle toigecsonsistent surface analyses if not.

For the CCI Land Cover the major results of thenale model experiments are that the
meteorological forcing datasets (WATCH, CRU/NCER)egthe largest differences of land
surface variables and fluxes which tend to domimmater the use of a different land cover
dataset. However use of the CCI land cover dats desult in significant changes for
important land surface state variables. The diffees between ESA CCI land cover and it's
precursor product (Globcover) are smaller thandifferences between the CTRL land cover
and the ESA CCI land cover. The differences betwaifarent CCI land cover epochs are
marginal compared to the impact of changing from @TRL land cover to the CCI land
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cover. Using CCI land cover data results in slighthproved skill in simulating surface

albedo as compared with other observational surtdbedo data products. The relative
improvement is in the order of 2.5% to 7%. AlsangsCClI land cover data slightly improves
the skill in simulating global land surface 2m tesrgiure. The relative improvement is of the
order of 1.5% to 3% by comparing with different ebh&d land surface 2m temperature
datasets.

For the Fire Burnt Area product only precursor datald be used because a CCI dataset was
not available at the time of this report.

A general point is that the models need to be momeparable with satellite-derived products
though the development of new diagnostics from rieddields that are more physically
consistent with the ECV geophysical variables. T$islustrated with the SSH ECV, since a
total sea level height cannot be directly obtaifreth a single model output but from the
addition of different contributions to be estimateth a combination of modelled variables.
This implies to make a careful analyses of the modanagnitude of these contributions in
order to select those that need to be calculatbéés dlso raises some specific questions
depending on the simulation domain (globe or ananoiceregion) and possibly on the
modelling protocol (boundary conditions in a regibdimate simulation).

Finally it should be clear that what was not atteedpin these assessments was to look at
cross-ECV consistency which is also an importanbperty for climate modelling
applications. It is hoped this aspect can be egrdlon future studies by the CMUG during
phase 2 using the CCI datasets where particukantaih will be paid to this aspect. It should
be noted that the individual ECV teams throughrtlebmate research groups will also be
making complementary studies of their datasetsibugeneral focussing less on climate
modelling applications.
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